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Sommario

In questo lavoro si fornisce una panoramica sui diversi approcci per la regolazione semaforica e si descrive una metodologia basata sulla programmazione logica per il controllo del traffico in una rete urbana. L’impiego della programmazione logica consente di applicare strategie di controllo estremamente flessibili, che possono essere facilmente integrate con le conoscenze degli ingegneri del traffico. Il sistema proposto utilizza Leibniz, un solutore di problemi di programmazione logica molto efficiente, in grado di generare algoritmi veloci per la soluzione dei problemi di decisione associati alla regolazione semaforica.  Sono descritte le diverse componenti del sistema e l’ambiente di sviluppo che è stato sviluppato per assistere l’ingegnere del traffico nelle fasi di disegno, implementazione e manutenzione di un sistema di controllo semaforico. Viene quindi presentata una applicazione della metodologia proposta ad una caso reale, corredata dai relativi risultati sperimentali.

Summary

In this paper we briefly overview the different approaches to traffic signal setting and then describe a logic programming based methodology for developing a traffic control system in an urban network. The use of logic programming results in very flexible control strategies to which traffic engineers can easily apply their knowledge and expertise. The system makes use of a very efficient logic programming solver, the Leibniz System, that is capable of generating fast solution algorithms for the decision problems associated with traffic signal setting. The main components of the proposed system are outlined, as well as a development system that has been created to support the traffic engineer in the task of designing, implementing, and maintaining a traffic control system. Finally, an application of this methodology to a real case is described, and experimental results are presented. 
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1. Introduction

In recent years there has been a rising interest in new methods to control traffic in urban networks, leading to the development of several methodologies that combine the body of experience of traffic engineering, system analysis, control theory and optimisation. The term Intelligent Traffic Control has then been adopted to address the latest generation of traffic control methods, that deploy sophisticated modelling and optimisation tools to try and meet the demand for a more efficient and effective way to manage the movements of a large number of vehicles. In literature a number of approaches to traffic signal setting are proposed, which differ according to the models and methods they refer to, the costs of production and maintenance and finally their effects on traffic. In copying with the problem of the traffic signal setting of an urban network it is therefore necessary to take different options into account and various instruments for defining the control system most suitable for each specific application.

The main distinction is between traffic control strategies based on predefined plans and traffic actuated strategies.  In the strategies based on predefined plans the fundamental input parameter is the hourly flow at the accesses of the junction. In general,  one refers to the historical knowledge of the flows, which is determined by periodic measurements previously carried out on different days and at various time intervals during the day. In order to define the regulation plan, models and methods of mathematical programming are used to carry out an off-line calculation, centralised or distributed, and to construct predefined plans for the different periods of the day (referred to as fixed-time plans).

The traffic actuated strategies are constructed on the basis of the current configuration of the traffic flows or of the quantity of vehicles present at the controlled junction. Here a distinction can be made between strategies actuated by flows at accesses (in general the hourly flow, expressed in vehicles per hour) and strategies actuated by the number of vehicles queuing at the stop lines or approaching them. In the first case reference is made to models and methods of mathematical programming, while in the second case models and methods of logic programming may be adopted. The measurement of data is in any case carried out in real time. In the case of strategies actuated by flows, the elaboration of data is carried out on-line, can be centralised or distributed and consists of the choice of regulation plans from a library previously populated off-line, or the elaboration of new plans. In the case of strategies actuated by vehicles an on-line elaboration is carried out in a distributed way and consists of the real time production of decisions on traffic signal setting to be adopted at each single junction. 

The literature proposes several control methods that use mathematical programming; amongst others, Chin (1987), Heydecher and Dudgeon (1987), Hisai (1988), Moller (1987), and Smith (1987) present methods based on the creation of fixed plans for the signals. Cantarella et al. (1991a, 1991b) propose an iterative approach for equilibrium network traffic signal setting. Successful examples of adaptive systems are the SCOOT system (Hunt et alt. (1981), Luk (1984), Robertson (1986), and Bretherton (1996)), SCATS (Luk (1984)), UTOPIA (Mauro and Di Taranto, (1990)), COP (Head, Mirchandani and Sheppard (1992), Sen and Head (1997)); applications of the same type are described in Chen et al. (1987), Gartner (1983), Yagar and Dion (1996) and Skabardonis (1997). 

Traffic control based on logic programming has only recently appeared and the method described in this paper is one of the first applications of this type. It is an adaptive method actuated by vehicles that adopts logic programming to model and solve the decision problems associated with traffic control. Such a method can be applied with success to urban intersections with high levels of traffic where many different and unpredictable events contribute to large fluctuations in the number of vehicles that use the intersection. The logic programming methods based on vehicle counts make it possible to design the traffic control strategies with a high degree of simplicity and flexibility.

The paper is organised as follows: in Section 2 the main principles of the logic programming approach to traffic control are presented. In Section 3 we discuss some issues related to the formulation and solution of decision problems with logic programming and we give a description of the logic programming solver adopted for the application, the Leibniz System. In Section 4 we describe the complete development system that has been created for the design and management of logic strategies for traffic control; this system integrates a traffic micro-simulator with a user-friendly interface to develop and test the control strategies. Finally, Section 5 we report on an application of the described system to an isolated intersection in a mid-size town in the South of Italy, near Naples.

2. A Logic Programming Approach to Urban Traffic Control

In this section we describe the main components of the proposed system for urban traffic control. Additional information can be found in the related references (Felici, Rinaldi and Truemper, 1995a, 1995b, 1996, 1997 and 1999).

The system has two main characteristics: it makes extensive use of logic programming and has a decentralised nature. It is characterised by independent control units, each associated with a single intersection in the network. Each control unit receives as input traffic data related to the roads approaching the associated intersection, while neighbouring intersections may also exchange synthetic information on the status of the traffic in their proximity. There is no hierarchical relation between the different control units in the network and there is no central unit to master the control process; each unit thus acts independently according to local data. Data communication between control units and detectors is very limited and low-cost connections can be used. A different control strategy based on a large number of logic statements can be used in each control unit. The solution algorithm that determines the control decision is precompiled off-line according to the logic strategy and is then operated on-line in real  time with standard commercial computers. The main duty of this algorithm is to decide the time when to cut the current phase of the signal cycle and to select the next phase.

The first step in the formulation of the control strategy is to describe the traffic status via a set of input logic variables that, depending on the output of the sensors, may assume either a true or a false. The expert can take into account the granularity and reliability of the detection components; typically, we refer to traffic volumes in different sections of the roads approaching the signal, congestion levels at the intersection, time expired in the current phase, level of traffic, and state of the signals in the neighbouring intersections. A second step is to enrich the description of the traffic status by means of additional logic variables whose values depend on the input variables and on some of the logic statements that compose the control strategy. We call these two types of variables state variables. As a third step, the decision variables are to be defined. These variables represent the control decisions and are typically associated with the decision of transition from the current phase to another phase of the signal cycle. 

By combining state and decision variables a set of logic statements is created, using the standard rules of propositional logic; for example, if I1, I2, I3, I4, and I5 are state variables and D1 and D2 are decision variables, the following logic statement can be assembled:

if    I1 and I2 and I3 and not I4 and I5    then   D1 or D2 .

A set of logic statements such as the one described above forms a logic program representing the control strategy. The control strategy is in charge of producing, at regular time intervals, a control decision, i.e., of deciding whether to change the configuration of the signal lights or not. This task is accomplished using theorem proving in propositional logic. A control unit, where the logic strategy is put into action, is associated with each signalised intersection. The following section provides some details on how this technique is implemented using a special logic programming tool. 

3. Logic Programming with  the Leibniz System 

The control units use the Leibniz System for Logic Programming to produce a control decision. Below, we give an example to clarify the way the system works. Consider the simple logic formula below:

if  (V1 and V2 and V4 and not Vn)  then  (D1 or not D2 or Dm)

where the logic variables V1,...,Vn represent the traffic status and the decision variables D1,...,Dm  are associated with the control decisions. The types of formulas that can be expressed by the Leibniz System span all the propositional logic, and include formulas such as:

V1 or V2 or  D1 or not D2 or Dm.

It is important to note that the expressive power of the Leibniz System goes beyond the one of standard logic programming systems, which typically limit formulas to the so called production rules, where only one logic variable can be on the right hand side of the then symbol. 

Each logic statement of the form described above can be represented as a disjunction of logic variables, some of which may be negated, named a disjunctive clause. This transformation relies on the equivalence between the statement (if A then B) and the disjunctive clause (not A or B). A disjunctive clause is said to be satisfied if at least one of the non negated variables has value true, or at least one of the negated variables has value false.

A logic program composed of several logic statements can then be represented as the conjunction of a finite number of disjunctive clauses. Such a system is known, in propositional logic, as a boolean formula in Conjunctive Normal Form (CNF). If there exists an assignment of the logic variables to true/false values such that all clauses in the CNF formula are satisfied, we say that the formula is satisfied.

Each time a control decision has to be made, one has to prove that, under the current value of the state variables, the decision is a theorem of the logic program, i.e., the decision is necessarily implied by the input variables. 

For example, we call S the CNF formula that represents the logic strategy and T a possible control decision. Our aim is to show that T descends from S or, analogously, that T is a theorem of S. It is easy to see that, if  T is a theorem of S, it is impossible to satisfy S when T has value false. If such a case is possible, we have a counterexample at hand. Thus, to show that T is a theorem of S, it is sufficient to show that the CNF system obtained as (S and not T) cannot be satisfied. To determine whether a given CNF system can be satisfied amounts to solving the associated satisfiability problem (SAT). This technique is known as theorem proving in propositional logic. The SAT problem is well know and extensively studied by the logic, artificial intelligence and combinatorics research communities. It belongs to the so called class of NP-complete problems and is a basic element in the computational complexity theory (Garey e Johnson, 1979).

An important modification of the satisfiability problem is the minimum cost satisfiability problem (MINSAT), where non negative costs are associated to the true value of the logic variables. Solving this problem amounts to determining an assignment of true/false values to the logic variables so that the CNF system is satisfied and the sum of the costs of the variables that have value true is minimised. Using a MINSAT formulation turns out to be extremely useful in the development of expert systems based on logic programming. By assigning positive costs to certain classes of logic variables it is possible to greatly speed up the time needed for theorem proving. This technique, extensively described in Truemper (1998), has been used also in the traffic control application described in this paper.

Solving a SAT problem of relevant dimension can require considerable computation time. Several algorithms have been proposed in the literature. While some of these behave extremely well for certain classes of problems, they cannot guarantee short solution times in the general case. The system that we adopt (the Leibniz System) for solving SAT and MINSAT problems associated with traffic control produces a tight upper bound on the maximum response time for proving any theorem from a given CNF system. This characteristic, obtained by means of several profound results related to the decomposition of combinatorial systems is fundamental for an effective deployment of logic programming in real time applications such as the one here described. 

A complete description of the Leibniz System goes beyond the scope of this paper; an extensive treatment of the theoretical foundations of this method can be found in Truemper (1998). Below, we provide a brief sketch of this approach.

The Leibniz System operates in three main steps:

· it analyses the combinatorial structure of a given SAT (MINSAT) instance using a number of fast algorithms that identify substructures for which SAT (MINSAT) is easy to solve; amongst these substructures we mention 2-SAT, network matrices, nearly negative matrices, closed matrices;

· deploys ad-hoc polynomial time algorithms to solve each of the easy identified substructures, and then combines the corresponding solutions using results derived from the theory of matroid decomposition (monotone sums, closed sums, linear sums) to provide the solution for the complete problem;

· compiles the above process into an ad hoc algorithm that solves each instance derived from the given one by fixing variables and/or eliminating clauses, and calculates an upper bound on the running time of such algorithm over all possible instances derived in this way. This algorithm can then be used stand-alone or invoked from a C program by means of library functions.

In our experience, the logic strategies developed for many real and simulated control problems have several hundred logic variables and several hundred logic statements. The Leibniz System has always produced solution algorithms with an upper bound on the solution time below 0.1 seconds on a commercial personal computer, thus making it possible to design control units that produce reliable and timely decisions.

4. The Development System 

The logic control system described above has been embedded in a general development system, with the purpose of supporting the traffic engineer in the design, tuning, and maintenance of the control system. The main objectives of the development system are:

· To provide a simple and user-friendly interface which enables a user without expertise in logic programming to develop a Control Strategy by the proposed system and to solve such a model with the Leibniz System.

· To verify the correct functioning of the control system under varying traffic conditions by means of a graphic micro-simulation system.

· To analyse the system’s performance by means of simulation, aiming on one hand at tuning the logic model on the traffic flows, and on the other hand at conducting parallel experiments with other control systems in order to evaluate the improvements obtained with the proposed system.

The development system is made of a graphic interface, developed in the UNIX environment in C language with the public domain graphic libraries X11. The micro-simulation is animated on a reproduction of the road network, where the signals and the vehicles are visualised. The interaction between the on-screen animation and the traffic control system is automated, as well as the management of the control strategy, which can be easily edited, changed, and recompiled by the user while the simulation is running. 

Three main modules of the developing system are:

1. The master module which manages the windows on the screen, receives user inputs and controls the simulation session;

2. the traffic control module, associated with each controlled intersection in the road network, computes traffic volumes in the different sections of the road network obtained by the traffic detectors, converts these numeric counts into true/false values of the logic variables, and runs the Leibniz solver to obtain the control decision to apply to the signal. This module is also in charge of the management of the vehicles’ dynamics, accelerating vehicles to their full speed, slowing down or stopping them if obstacles are present, stopping and restarting them in accordance with the state of the signals;

the traffic generation module, which generates vehicular traffic and routes it towards the entry points of the network controlled intersection.

3. . Vehicles are generated according to the negative exponential distribution, where the  parameter indicates the number of vehicles to be generated every minute and can be easily controlled by the user. 

In Figure 1 a simulation session is represented for a grid network with six controlled intersections, showing the road network, the vehicles, the signals in their current state and several performance indicators associated with the different control units. A simulation session is launched after specifying the dimension of the traffic grid network (number of intersections on the horizontal and vertical axes). Each lane can be assigned different vehicle generation parameters that can vary as the simulation time progresses. Additional parameters that can be tuned in the generation process are the speed of vehicles and the duration of high traffic and low traffic periods that can be used to emulate a traffic pattern produced by an external signal
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Figure 1  - Grid simulation session 2×3

5. An Application 

The proposed traffic control system has been applied in a congested, single intersection of a small-sized town in the South of Italy. This is, for the time being, the only signalised intersection in that town, and it is the first node of a planned signalised network that will be implemented in the near future. Traffic detection is carried out by four cameras that continuously provide information on the volume of traffic. The control unit is located at the local police station, a few hundred metres  from the intersection. 

5.1 The intersection

The intersection is made of four single-lane approaches. Its structure and organisation is somewhat complex. In each one of the four approaches, vehicles can go straight, turn left or right. This clearly creates many conflicts already within the same green phase, as turning vehicles have to give way to other vehicles coming in the opposite direction. The east approach is directly connected to a high traffic inter-city highway; moreover, on the south side a large public health service facility is located, and on the north approach, in the vicinity of the signal, a large garage station for big trucks generates a significant flow of heavy vehicles. A representation of the intersection is given in Figure 2.
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Figure 2: The intersection

5.2 System Architecture

The overall system, as depicted in Figure 3, is composed of different modules that exchange information using standard Windows NT interprocess communication protocols:

· Control Module: requests traffic data, executes the logic program and produces the control decisions.

· Monitoring Module: continuously monitors the performance of the control and the traffic detection system, notifying and recording any change of state in the system.
· Diagnostic Module: this module checks the functioning of the cameras and of the detectors. If some errors are detected, such as inconsistency of traffic data or inactivity of the counters, it notifies the other modules.

· Front-End Module: this module is in charge of the communication with the signal via an optical fibre connection. Any message that comes from and goes to the signal lights (i.e., «change phase», «change plan», «stop control», etc.) is managed by the Front-End which receives the message from the other modules, sends the message to the signal, waits for the proper answer from the signal, and then returns this answer to the module that originated the message.

· Database Module: all the information on the state of the system (the traffic volumes, the diagnosed errors, and the signal setting parameters) are sent from each module to this module, which stores the data for future analysis in a relational database and produces synthetic reports using charts and tables.
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Figure 3: System architecture

5.3 Logic Control Strategy

The use of logic programming has proven to be extremely useful in dealing with incorrect or partial traffic data that is often provided by the cameras. It has also made it possible to adjust the control strategies in real time according to the suggestions of the local traffic experts and the control behaviour shown by the system is robust and reliable in all traffic conditions. Moreover, no particular problems were encountered in tuning the small set of parameters used, namely those that regulate the mapping of the traffic counts into the logic variables. Indeed, only few days of observation were sufficient to obtain a satisfactory behaviour. 

Cameras provide, in real time, counts and occupancy times for 16 presence detectors and 12 queue detectors placed at the intersection. The signal cycle can be made up either of two or four phases; in the latter case, two asymmetric phases are introduced which extend the green phase on one of the opposite approaches, helping traffic turning left to flow safely.

Every three seconds the data from the detectors is translated into logic values, the logic program is executed and a new control decision is made. The logic variables currently used are associated with the stretch of  road close to the signal (approx 0 to 40 meters.) and to the next one (approx 40 to 100 meters.), for each one of the 4 approaches of the intersection. Traffic is classified in three levels: none (no cars present),  few (from 1 to 4 cars) and several (more that 4 cars). 

The logic program specifically developed for this application is structured as follows:

· volume logic statements: these statements are used to derive the true / false values of the logic  variables that represent traffic levels from the counts provided by the cameras;

· control logic statements: these statements associate the traffic levels to the decisions of changing the current phase or changing the structure of the current cycle (2 or 4 phases); they can be subdivided into:

· maxtime logic statements, which decide to change phase when the maximum time allowed for the current phase is expired;

· congestion logic statements, which decide to change phase when there are many waiting vehicles;

· empty logic statements, which decide to change phase when  there are few vehicles using the 

· current green phase;

· camera fault logic statements: the cameras have frequent faults and erratic behaviour. A diagnostic system is capable of detecting these problems and telling the control unit if a camera is not working properly. In this case, certain statements produce an estimate of the traffic levels for the cameras that are not working; such an estimate is based on traffic volumes on the other approaches, on phase time, and on historical data. 

The above described Logic Program has 104 logic variables and 185 logic statements; the Leibniz system solves any instance of this problem in at most 0.05 seconds on a Pentium II 200 Mhz processor. The results obtained are summarised in the following section. 

5.4 Experimental Results

The experiments have been run on the controlled intersection with the objective of comparing the logic control system (defined in the following «LOGIC») with two alternative systems: 

· a fixed plan system, in the following referred to as «MANUAL», where the length of the cycle and the duration of the phases has been determined with the software TRANSYT (Robertson (1986)) on the basis of the traffic volumes of the intersection;

· a commercial adaptive control system, embedded  in the equipment installed at the intersection, distributed by SelfSime, in the following referred to as «DYNAMIC».  This system adopts as inputs for the adaptive dynamic control the same traffic values detected by the cameras which are used by the logic control strategy. 

In order to evaluate the performance of a traffic control system several indicators are usually considered in the literature, such as the average time spent in a queue by vehicles, the average travel speed, or the total number of stops that vehicles have to make in the proximity of the controlled intersection. We have considered several options to best evaluate the experiments and have constructed the performance indicator described in the following. 

The installed cameras provide traffic data for two types of detectors: count detectors and queue detectors. Both types of detectors provide, in real time, the number of vehicles that are present in the detected area and the associated total occupancy time. Such data is not always reliable, and a given error rate in counting the vehicles has to be taken into account. Such a problem can be tolerated when the data are used as input for the actuated control strategies, provided that the control method used is sufficiently stable and robust. On the other hand, more care has to be taken when the detected data are used to evaluate the performances of competing control systems. We have thus constructed  the indicator in several steps.

First, we measure the state of the traffic at the intersection in a given time interval with the total occupancy time of the queue detectors. This value directly measures the fluidity of traffic in the detected area; under the same traffic volumes, differences in the total occupancy times in the queues are to be attributed to the action of the control strategies. 

Second, we compare queue occupancy times derived from the application of the different control strategies only if applied during the same time interval of the day; moreover, we consider time intervals of small dimensions, ranging from approximately 30 to 60 minutes.  

Third, we normalise the occupancy values using a measure of the traffic that has used the intersection in the time interval. We derive such measurements from the four count detectors that count the vehicles leaving each one of the four approaches of the intersection. These detectors are in fact the most reliable ones: they are placed in a good position in relation to the position of the cameras, and the vehicles that go through them are normally well spaced from each other. 

The final performance indicator is then obtained by the ratio between the sum of the queue occupancy time and the traffic volume. Moreover, to make the comparison process more reliable, we compare only those time intervals for which the total traffic volume is similar. In such cases, the non linear relation between the traffic volume and the occupancy indicator can be assumed to have a linear shape, and we can thus adopt the ratio between the two values as the correct performance indicator of the control strategy. 

The complete process to determine the indicator can then be summarised as follows. 

Consider  time interval (t,t’). Let:

· Ma = {a1,a2,..,an} be the set of  n experimental sessions with method a in time interval (t,t’) ;

· Mb = {b1,b2,..bm} be the set of  m experimental sessions with method b in time interval (t,t’);

· TOC(ai) be the sum of queue detectors occupancy time during the experimental session ai ;
· TOC(bj) be the sum of queue detectors occupancy time during the experimental session bj ;
· VOL(ai) be the sum of the vehicles detected by the 4 exiting count detectors during the experimental session ai ;

· VOL(bj) be the sum of the vehicles detected by the 4 exiting count detectors during the experimental session bj .
If VOL(a1)  VOL(a2) … VOL(an)  VOL(b1)  VOL(b2) … VOL(bm) the two methods can be compared in time interval (t,t’) using the two indicators: 
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that has positive value if method b shows savings in vehicles waiting time with respect to method a, and is negative in the opposite case. 

From all the experimental sessions run, we have selected only a restricted number of time intervals where data with good quality were available, and then we have constructed the occupancy indicators as described above. For each time interval, we have also averaged the performance indicators of all the homogeneous experimental sessions conducted with the same control strategy.  As a result, we have at hand 16 different time intervals, of variable length (30 to 60 minutes) spanning the daylight hours, where the 3 strategies (MANUAL, LOGIC, and DYNAMIC) can be compared, as reported in the following Table 1.
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Table 1: Report of experiments

The numbers of the table show that the LOGIC strategy results, in almost all sessions, in savings of queuing time when compared with the other two methods. The savings obtained are highlighted in the two following charts, where we represent the percentage improvements obtained using our method when compared with the fixed plans strategy and with the dynamic adaptive control respectively. 
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