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Abstract

The filtering problem for a nice class of nonlinear stochastic multivariable systems is here considered. The state equation is an Ito bilinear stochastic differential equation, whereas the output process is given by a linear transformation of the state powers, corrupted by multiplicative noise. This class includes bilinear stochastic systems and, moreover, it is a generalization of the well known “cubic sensor”, for which the nonexistence of finite-dimensional filters was proved. The aim of this paper is to present a new approach consisting in searching for suboptimal state-estimates instead of the conditional statistics. As a first result, a finite-dimensional optimal linear filter for the subclass of the bilinear stochastic systems is defined. Next, the more general problem of designing polynomial finite-dimensional filters is considered. The equations of a finite-dimensional filter are given, producing a state-estimate which is optimal in a class of polynomial transformations of the measurements with arbitrarily fixed degree.

Key words: square integrable martingales, wide-sense Wiener processes, stochastic bilinear systems, cubic sensor, Kronecker algebra, Kalman-Bucy filtering, polynomial filtering, vector Ito formula
1. Introduction

Let us consider the class of nonlinear stochastic systems defined on some probability space, namely \((\Omega, \mathcal{F}, P)\), described by the following Ito equations:

\[
dX(t) = A(t)X(t)dt + B^1(X(t), dW(t)), \tag{1.1}
\]

\[
dY(t) = C(t)(X(t))^{[\mu]}dt + B^2(X(t), dW(t)), \tag{1.2}
\]

where \(X(t) \in \mathbb{R}^n; Y(t) \in \mathbb{R}^q; \mu \in \mathbb{N}; X^{[\mu]}\) denotes the Kronecker power (see appendix A) of the vector \(X; W(t) \in \mathbb{R}^p\), is a standard Wiener process with respect to some increasing family of \(\sigma\)-algebras, namely \(\{\mathcal{F}_t\}\); \(A(t), C(t)\) are matrices of proper dimensions; \(B^1, B^2\) are bilinear forms.

We will call system (1.1), (1.2) a cubic-sensor-like system. This name reminds that, in the scalar case, for \(B^1 = B^2 = dW\) and \(\mu = 3\), system (1.1), (1.2) becomes the well known cubic sensor [1-4].

The problem we are faced with consists in searching for finite-dimensional filters for the cubic-sensor-like system (1.1), (1.2). We stress that, the class of systems described by (1.1), (1.2), includes also as a particular case, for \(\mu = 1\), the well known bilinear stochastic systems (BLSS) [5-9], for which the optimal finite-dimensional filtering problem is still an interesting one.

With the name of finite-dimensional filter, we understand a stochastic differential equation in the form

\[
dz_t = f(z_t)dt + g(z_t)dY_t, \tag{1.3}
\]

endowed with an output transformation:

\[
\hat{X}_t = h(z_t), \tag{1.4}
\]

where \(\{z_t, t > 0\}\) is some process taking values on a finite-dimensional linear space. We say that (1.3), (1.4), is a finite-dimensional optimal filter for system (1.1), (1.2), if

\[
\hat{X}(t) = E(X(t)/\mathcal{F}_t^Y), \tag{1.5}
\]

where we have denoted \(\mathcal{F}_t^Y\) the \(\sigma\)-algebra generated by the observations \(\{Y(s), 0 \leq s \leq t\}\).

As shown in [3], for the cubic sensor an optimal finite dimensional filter in the form (1.3) does not exists. Indeed the optimal filter is an infinite-dimensional one. Of course, from an application point of view, it becomes crucial to look for finite-dimensional approximations of the optimal filter.

This problem is considered in [4] where, an approximation of the Zakai equation for the unnormalized conditional density is built up under the hypothesis of high signal to noise ratio. However, this method cannot be easily generalizable to the vector case and, in any case, it does not yield the state-estimate directly through a finite-dimensional stochastic differential equation as (1.3), (1.4). In the same paper, a finite-dimensional filter, strongly based on the same assumption of low noise, is defined by using the classical Kushner’s equation and an error bound is also given. However, the error bound becomes not meaningful when the signal-to-noise ratio (SNR) decreases. Indeed, the case of low SNR is the most meaningful from an engineering point of view.

In this paper we will derive, as an auxiliary result, the optimal linear filtering equations for a BLSS with linear observations corrupted by multiplicative measurement noise, which will result in the finite-dimensional form (1.3), (1.4). We point out that in [12] the optimal linear filter is
derived in the more general setting of linear stochastic equations driven by wide-sense Wiener (WSW) processes, resulting in a Kalman-Bucy scheme. Then, the optimal linear filter is defined for a scalar BLSS by representing the bilinear form as a WSW process. We will follow the same basic methodology in deriving the optimal linear filter for a vector BLSS.

Given the situation above described, that is nonexistence or unknowledge of the finite-dimensional optimal filter for system (1.1), (1.2), it is of a great interest from an application point of view to search for suboptimal filters showing a better performance with respect to the linear one.

This suboptimal approach has been recently developed for discrete-time systems in [10-11] where a general polynomial filter of any arbitrarily fixed degree is defined for linear non-Gaussian systems [10] and bilinear systems [11]. The polynomial filter is able to produce recursively, the optimal state-estimate in a class of polynomials of all the currently available measurements including the linear transformations. For this reason, in a non-Gaussian setting, it represents an improvement of the classical Kalman filtering. Indeed, many numerical simulations have shown that the improvement in performance may be very large especially when noises distributions are very far from Gaussianity.

In this paper we will adopt an extension of this suboptimal approach to continuous time processes which will allow us to define a finite-dimensional filter in the form (1.3), (1.4), producing the optimal state-estimate in a suitably defined class of polynomial transformations of the measurements.

The program of the polynomial filtering methodology consists essentially in the following three steps:

i) definition of a class of polynomial estimators;

ii) the problem of finding the optimal filter for the cubic-sensor-like system in the above class of polynomial estimators is reduced to an optimal linear filtering problem for a suitable augmented system. The augmented system will result in a linear SDE with WSW diffusions. In particular the state of the augmented system (augmented state) contains the original state, its Kronecker powers and also Kronecker products with the observation process. The output of the augmented state (augmented observation) contains the original output process together with its Kronecker powers up to a fixed degree.

iii) Application of a Kalman-Bucy scheme to the augmented system. This will give us the required polynomial filter.

The paper is organized as follows.

§2 deals with point i). In §3 the overall setup of the problem is presented. §4,5,6 are concerned with some preliminary results. In particular, in §4 a method for transforming a vector BLSS in a linear system with WSW diffusions is presented. In §5 a vector Ito's formula is defined, by using the Kronecker formalism. In §6 a general formula, defining the stochastic differential of the Kronecker power of some process, solution of a bilinear SDE, is found. In §7 point ii) is treated. Finally, in §8 the complete solution of the problem is presented, resulting in a system of equations which define a polynomial filter (of an arbitrarily fixed degree) for the cubic-sensor-like system. In §9 the above theory is specialized for the classical scalar cubic sensor. Two Appendices are included in order to make more readable the paper.
2. Suboptimal filtering

This section is devoted to the definition of the class of estimators considered in this paper. First of all, let us recall some results about linear filtering [12] which will be widely used in the following.

Let $I$ an interval (bounded or not) in the real line and consider a family $\{\xi_t, t \in I\}$ of $L^2$ random variables valued on some finite dimensional euclidean space. For $t \in I$, let us define the subspace $L_t(\xi) \subset L^2$ linearly spanned by $\{\xi_s, s \leq t\}$ as the $L^2$-closure of the set $L_t'(\xi)$:

$$L_t'(\xi) \triangleq \left\{ \lambda \in L^2 : \exists j \in \mathbb{N}, \exists t_1, \ldots, t_j \in I, t_1 \leq \ldots \leq t_j \leq t, \right.$$

$$\exists \text{ matrices } M_{t_1}, \ldots, M_{t_j}, \exists \text{ a vector } b, \text{ such that } \lambda = \sum_{i=1}^{j} M_{t_i} \xi_{t_i} + b \right\}.$$

Let $\Pi(\cdot/L_t(\xi))$ denote the orthogonal projection operator onto $L_t(\xi)$. Then, for any given $L^2$ random variable $\eta$ we can define the optimal linear estimate of $\eta$ given $\{\xi_s, s \leq t\}$ as $\Pi(\eta/L_t(\xi))$.

Now, suppose there exists an integer $\nu$ such that

$$E(\|\xi_t\|^{2\nu}) \leq +\infty, \quad \forall t \in I.$$

then, we can give the following definition.

**Definition 2.1.** We call $\nu$-th degree polynomial estimate of $\eta$ given $\{\xi_s, s \leq t\}$ the random variable $\Pi(\eta/P_t^{(\nu)}(\xi))$, where

$$P_t^{(\nu)}(\xi) \triangleq L_t(\xi^{(\nu)})$$

and $\xi^{(\nu)}$ is the process:

$$\xi^{(\nu)} \triangleq \begin{bmatrix} \xi^{[\nu]} \\ \xi^{[\nu-1]} \\ \vdots \\ \xi \\ 1 \end{bmatrix}.$$

From Definition 2.1 we see that $\Pi(\eta/P_t^{(\nu)})$ is the mean square optimal estimate of $\eta$ among all estimates, namely $\lambda$, that are either in the form:

$$\lambda = \sum_{i,j=1}^{k} M_{i,j} \xi_{t_i}^{[j]} + b,$$

for such a $k \in \mathbb{N}, t_1, \ldots, t_k \in I, t_1 \leq \ldots \leq t_k$, for such a vector $b$ and matrices $M_{i,j}, i, j = 1, \ldots, k$, or are mean square limits of these. It includes the linear estimates and moreover:

$$P_t^{(\nu)}(\xi) \subset P_t^{(\nu+1)}(\xi), \quad \forall \nu \geq 1$$

so that, for the polynomial estimates: $\hat{\eta}^{(\nu)} = \Pi(\eta/P_t^{(\nu)}(\xi))$, $\hat{\eta}^{(\nu+1)} = \Pi(\eta/P_t^{(\nu+1)}(\xi))$ it results

$$E(\|\eta - \hat{\eta}^{(\nu+1)}\|^2) \leq E(\|\eta - \hat{\eta}^{(\nu)}\|^2), \quad \forall \nu \geq 1.$$
that is, the estimation quality is not decreasing for increasing $\nu$.

Now, the aim of this paper can be expressed in a more precise manner as follows: for any given $\nu$ find a finite-dimensional filter in the form (1.3), (1.4), such that $\tilde{X}(t)$ agrees with the optimal $\nu$-th degree polynomial estimate of the state of the cubic-sensor-like system (1.1), (1.2).

Such a filter will be referred in the following as $\nu$-th degree polynomial filter.

A crucial topic involved in the derivation of the polynomial filter is the estimation of stochastic processes generated by linear models driven by WSW processes, which we briefly describe below (see [12, ch. 15] for a detailed discussion with proofs).

Let $\tilde{W}^{(i)}(t) \in \mathbb{R}^{d_i}, i = 1, \ldots, m$, be mutually uncorrelated WSW processes. Let us consider the following linear stochastic system:

$$
\begin{align*}
\dot{X}(t) &= A(t)X(t)dt + \sum_{i=1}^{m} B_i(t)d\tilde{W}^{(i)}(t), \quad X(0) = \bar{X}; \\
\dot{Y}(t) &= C(t)X(t)dt + \sum_{i=1}^{m} D_i(t)d\tilde{W}^{(i)}(t),
\end{align*}
$$

where $t \in [0, t_M], X(t) \in \mathbb{R}^n, Y(t) \in \mathbb{R}^q$, $A(t), C(t), B_i(t), D_i(t), i = 1, \ldots, m$, are suitably dimensioned matrices, $\bar{X}$ is a square integrable random vector. Model (2.1) can be interpreted as a continuous-time linear non-Gaussian system. We can consider the processes $X, Y$ evolving in suitable $L^2$ spaces of square integrable random vectors. Let us denote with $\tilde{X}(t)$ the optimal linear estimate of $X(t)$, that is $\tilde{X}(t) = \Pi(X(t)/\mathcal{L}_t(Y))$. Then the following system of equations can be easily derived from [12, Th. 15.3]

$$
\begin{align*}
\dot{\tilde{X}}(t) &= A(t)\tilde{X}(t)dt \\
&\quad + \left( \sum_{i=1}^{m} B_i(t)D_i(t)T + P(t)C(t)T \right) \left( \sum_{i=1}^{m} D_i(t)D_i(t)T \right)^{-1} \left( \dot{Y}(t) - C(t)\tilde{X}(t)dt \right), \\
\frac{dP(t)}{dt} &= A(t)P(t) + P(t)A(t)T + \sum_{i=1}^{m} D_i(t)D_i(t)T \\
&\quad - \left( \sum_{i=1}^{m} B_i(t)D_i(t)T + P(t)C(t)T \right) \left( \sum_{i=1}^{m} D_i(t)D_i(t)T \right)^{-1} \left( \sum_{i=1}^{m} B_i(t)D_i(t)T + P(t)C(t)T \right)^T, \\
\tilde{X}(0) &= E(\tilde{X}), \quad P(0) = E\left((\tilde{X} - E(\tilde{X}))(\tilde{X} - E(\tilde{X}))^T\right),
\end{align*}
$$

where $P(t)$ represents the filtering error covariance matrix. Note that in equations (2.2) the nonsingularity of the matrix function $\sum_{i=1}^{m} D_i(t)D_i(t)T$ over the time interval $[0, t_M]$ is required.

As we will see in a next section, the class of the BLSS’s can be represented in the form (2.1). Then, equations (2.2) will allow us to obtain the optimal linear filter for a BLSS. This is a crucial point in the methodology here described, in that the way to derive the polynomial filter equations will consist in reduce the original problem to a linear filtering problem for a suitably defined BLSS.
3. The system to be filtered

Let \( T = [0, t_{\mu}] \), \((\Omega, \mathcal{F}, P)\) be a probability triple and \( \{\mathcal{F}_t\}, t \in T \), be a family of non decreasing sub \( \sigma \)-algebras of \( \mathcal{F} \). Moreover let \((W(t), \mathcal{F}_t)\) be an \( \mathbb{R}^q \)-valued standard Wiener process, \( \mu \geq 1 \) a given integer, and \( \tilde{X} \in \mathbb{R}^n \) an \( \mathcal{F}_0 \)-measurable random variable such that there exists an integer \( \nu \geq 1 \) for which:
\[
E(\|\tilde{X}\|^{2\nu \mu}) < +\infty.
\]
For the random variable \( \tilde{X} \) we suppose to know the moments \( m_X^{(i)} \):
\[
m_X^{(i)} \triangleq E(\tilde{X}^i), \quad i = 1, \ldots, 2\nu \mu. \tag{3.1}
\]
Let us consider the stochastic system:
\[
\begin{align*}
    dX(t) &= A(t)X(t)dt + H(t)u(t)dt + \sum_{k=1}^{p} (B_k X(t) + F_k) dW_k(t), \\
    dY(t) &= C(t)(X(t))^{[\nu]} dt + \sum_{k=1}^{p} (D_k X(t) + G_k) dW_k(t),
\end{align*}
\tag{3.2} \tag{3.3}
\]
where \( A(t) \in \mathbb{R}^{n \times n}, C(t) \in \mathbb{R}^{q \times n}, H(t) \in \mathbb{R}^{n \times n}, B_k \in \mathbb{R}^{n \times n}, F_k \in \mathbb{R}^n, D_k \in \mathbb{R}^{q \times n}, G_k \in \mathbb{R}^q \), for \( k = 1, \ldots, p \), \( W_k(t) \) denotes the \( k \)-th component of the standard Wiener process \( W(t) \in \mathbb{R}^q \), \( u(t) \in \mathbb{R}^m \) is a deterministic input. Eq. (3.2) is endowed with the initial condition \( X(0) = \tilde{X} \). In the following we shall denote with \( I_n, \alpha = 0, 1, \ldots, \) the \( \alpha \times \alpha \) identity matrix; we conventionally assume \( I_0 = 1 \). We make the following assumption on system (3.2), (3.3):

**Assumption 3.1.** There exists a \( \bar{k} \), \( 1 \leq \bar{k} \leq p \), such that the matrix \( D_k D_k^T \) is nonsingular.

**Remark 3.2.** Assumption 3.1 implies that we can assume, without loss of generality, that there exists a \( \bar{k} \), \( 1 \leq \bar{k} \leq p \), such that
\[
D_{\bar{k}} = [I_q, 0]. \tag{3.4}
\]
Indeed, let \( \bar{k} \) such that \( D_{\bar{k}} D_{\bar{k}}^T \) is nonsingular, and define the matrix \( T \in \mathbb{R}^{n \times n} \) as:
\[
T = \begin{bmatrix}
D_{\bar{k}} \\
R
\end{bmatrix},
\]
where \( R \in \mathbb{R}^{(n-q) \times n} \) is chosen such that the whole \( T \) results in a nonsingular matrix. It is easy to verify that \( D_{\bar{k}} T^{-1} = [I_q, 0] \). Hence, we can always modify system (3.2), (3.3), by using \( T \) as a matrix performing a change of coordinates in the state space, and assure that the representation (3.4) holds for at least one \( \bar{k} \in \{1, \ldots, p\} \).

The problem we are faced with, consists in finding a finite-dimensional filter in the form (1.3), (1.4), such that:
\[
\tilde{X}(t) = \Pi \left( X(t) / P^{(\nu)}_t(Y) \right), \tag{3.5}
\]
where the space \( P^{(\nu)}_t(Y) \) is given by definition 2.1.

As above mentioned (see point ii) in the introduction) we will prove that there exists a BLSS for which the optimal linear filtering problem is equivalent to the original polynomial filtering problem for system (3.2), (3.3). At this purpose, in the next two sections we state some preliminary results. The first one concerns the definition of the optimal linear filter for a BLSS.
4. Optimal linear filtering for BLSS’s

Let us consider system (3.2), (3.3), with \( \mu = 1 \) (hence, a BLSS). Moreover let \( \Psi_X(t) \) the covariance matrix of the state process: \( \Psi_X(t) = E((X(t) - E(X(t))(X(t) - E(X(t))))^T) \). The problem of finding a finite-dimensional optimal linear filter for the BLSS (3.2), (3.3) was up to now unsolved in the general case [12]. In this section, we give a solution of this problem, that is a "rectangular square root" of the matrix problem of finding a finite-dimensional

Theorem 4.1. Let us consider the system (3.2), (3.3), with \( \mu = 1 \). Suppose that the matrix \( \Psi_X(t) \) is nonsingular for any \( t \in T \). Let us consider, for \( k = 1, \ldots, p \), the integers \( \rho_k \leq n, \sigma_k \leq q \) such that:

\[
\rho_k \triangleq \text{rank} \left\{ B_k \cdot \Psi_X(t) \cdot B_k^T \right\}, \\
\sigma_k \triangleq \text{rank} \left\{ D_k \cdot \Psi_X(t) \cdot D_k^T \right\}, \quad \forall t \in T.
\]

Then there exists the following representation:

\[
dX(t) = A(t)X(t)dt + H(t)u(t) + \sum_{k=1}^{2p} \tilde{B}_k(t)d\tilde{W}_{k,1}(t), \quad X_0 = \tilde{X} \tag{4.2}
\]

\[
dY(t) = C(t)X(t)dt + \sum_{k=1}^{2p} \tilde{D}_k(t)d\tilde{W}_{k,2}(t), \tag{4.3}
\]

where, for \( k = 1, \ldots, p \): \( \tilde{B}_k(t) \in \mathbb{R}^{n \times \rho_k} \) and \( \tilde{D}_k(t) \in \mathbb{R}^{n \times \sigma_k} \) are given by

\[
\tilde{B}_k(t) \triangleq \left( B_k \cdot \Psi_X(t) \cdot B_k^T \right)^{\left(\frac{1}{2}\right)}, \\
\tilde{D}_k(t) \triangleq \left( D_k \cdot \Psi_X(t) \cdot D_k^T \right)^{\left(\frac{1}{2}\right)}, \tag{4.4}
\]

for \( k = p + 1, \ldots, 2p \):

\[
\tilde{B}_k(t) \triangleq B_{k-p}E(X(t)) + F_{k-p}, \\
\tilde{D}_k(t) \triangleq D_{k-p}E(X(t)) + G_{k-p} \tag{4.5}
\]

For \( i = 1, 2 \), the set \( \{ \tilde{W}_{k,i}, \ k = 1, \ldots, 2p \} \) is a set of \( 2p \) mutually uncorrelated standard WSW processes. In particular, for \( k = 1, \ldots, p \), \( \tilde{W}_{k,1}(t) \in \mathbb{R}^{\rho_k}, \tilde{W}_{k,2}(t) \in \mathbb{R}^{\sigma_k}; \) for \( k = p + 1, \ldots, 2p \):

\[
\tilde{W}_{k,1}(t) = \tilde{W}_{k,2}(t) = W_{k-p}(t), \tag{4.6}
\]
Proof. For \( k = 1, \ldots, p \), let us define the processes \( \hat{W}_{k,1}, \hat{W}_{k,2} \) as

\[
\hat{W}_{k,1}(t) = \int_0^t (\hat{B}_k(\tau)^T \hat{B}_k(\tau))^{-1} \hat{B}_k(\tau)^T B_k (X(\tau) - E(X(\tau))) dW_k(\tau),
\]

\[
\hat{W}_{k,2}(t) = \int_0^t (\hat{D}_k(\tau)^T \hat{D}_k(\tau))^{-1} \hat{D}_k(\tau)^T D_k (X(\tau) - E(X(\tau))) dW_k(\tau),
\]

where \( \hat{B}_k, \hat{D}_k \) are given by (4.4), (4.5). Let us show that \( \hat{W}_{k,i}, i = 1, 2 \), are standard WSW processes. As a matter of fact, using well known properties of the Ito integral and (4.4), it results, for \( s < t \):

\[
E(\hat{W}_{k,1}(t)\hat{W}_{k,1}(s)^T)
= \int_0^s (\hat{B}_k(\tau)^T \hat{B}_k(\tau))^{-1} \hat{B}_k(\tau)^T (B_k \Psi X(\tau) B_k^T)^T \hat{B}_k(\tau)(\hat{B}_k(\tau)^T \hat{B}_k(\tau))^{-1} d\tau
= \int_0^s (\hat{B}_k(\tau)^T \hat{B}_k(\tau))^{-1} \hat{B}_k(\tau)^T (\hat{B}_k(\tau)^T \hat{B}_k(\tau))^{-1} d\tau
= I_{\sigma_k} \cdot s,
\]

Similarly, taking again an \( s < t \), it can be proved that

\[
E(\hat{W}_{k,2}(t)\hat{W}_{k,2}(s)^T) = I_{\sigma_k} \cdot s,
\]

and hence, since the Wiener’s process components \( W_1, \ldots, W_p \), are mutually independent, we have that, for \( i = 1, 2 \), \( \{\hat{W}_{k,i}, k = 1, \ldots, p\} \) is a family of mutually independent (vector) WSW processes with identity covariance.

Now let us show that, for \( k = 1, \ldots, p \), (almost surely):

\[
\hat{B}_k(t) d\hat{W}_{k,1}(t) = B_k (X(t) - E(X(t))) dW_k(t),
\]

\[
\hat{D}_k(t) d\hat{W}_{k,2}(t) = D_k (X(t) - E(X(t))) dW_k(t).
\]

From the hypotheses it results well defined the symmetric positive-definite matrix \( \Psi(t)^{1/2} \). Hence, for any \( y(t) \in \mathbb{R}^n \) we can define \( \tilde{y}(t) \in \mathbb{R}^n \) such that \( y(t) = \Psi_x(t) \tilde{y}(t) \). Next, let us consider the decomposition \( \tilde{y}(t) = \tilde{y}_1(t) + \tilde{y}_2(t) \), where

\[
\tilde{y}_1(t) \in \mathcal{R}(\Psi X(t)^{1/2} B_k^T), \quad \tilde{y}_2(t) \in \left\{ \mathcal{R}(\Psi X(t)^{1/2} B_k^T) \right\}^\perp = \mathcal{N}(B_k \Psi X(t)^{1/2}),
\]

where \( \mathcal{N}(M), \mathcal{R}(M) \) denote the null-space and the range respectively of a matrix \( M \). Using (4.14) and choosing a \( \tilde{z}(t) \) such that \( \tilde{y}_1(t) = \Psi X(t)^{1/2} B_k \tilde{z}(t) \), we have

\[
B_k y(t) = B_k \Psi X(t)^{1/2} \tilde{y}(t) = B_k \Psi X(t)^{1/2} \tilde{y}_1(t) = B_k \Psi X(t) B_k^T \tilde{z}(t) = \hat{B}_k(t) \hat{B}_k(t)^T \tilde{z}(t),
\]

where the definition of \( \hat{B}_k(t) \), given by (4.4) has been used. From the above it follows that for any \( y(t) \in \mathbb{R}^n \) there exists a \( z(t) \in \mathbb{R}^{\sigma_k} \) (indeed \( z(t) = B_k(t)^T \tilde{z}(t) \)) such that

\[
B_k y(t) = \hat{B}_k(t) z(t), \quad \forall t \in T.
\]
Equality (4.15) implies that, for any \( y(t) \) we have
\[
\tilde{B}_k(t) \left( B_k(t)^T \tilde{B}_k(t) \right)^{-1} \tilde{B}_k(t)^T B_k(t)y(t) = \tilde{B}_k(t) \left( \tilde{B}_k(t)^T \tilde{B}_k(t) \right)^{-1} \tilde{B}_k(t)^T \tilde{B}_k(t)z(t) = \tilde{B}_k(t)z(t) = B_k(t)y(t),
\]
from which, using the definition of \( \tilde{W}_{k,1} \) given by (4.10) equality (4.12) follows. A similar argument can be used to prove (4.13).

Finally, by adding and subtracting the state-expectation \( E(X(t)) \), in the bilinear forms of (3.2), (3.3) and taking into account of (4.12), (4.13), we obtain the representation (4.2), (4.3). The thesis follows as soon as it is proven that, for \( i = 1, 2 \), \( \tilde{W}_{k',i}(t) \) \((p + 1 \leq k' \leq 2p)\) is uncorrelated with \( \tilde{W}_{k'',i}(t) \) \((1 \leq k'' \leq p)\). As a matter of fact, from (4.9), for \( p + 1 \leq k' \leq 2p \), \( k'' \neq k' - p \):
\[
E(\tilde{W}_{k''',1}(t) \tilde{W}_{k',1}(t)^T) = E(\tilde{W}_{k''',1}(t)W_{k'-p}(t)^T) = 0,
\]
and, for \( k'' = k' - p \):
\[
E(\tilde{W}_{k''',1}(t) \tilde{W}_{k',1}(t)^T) = E(\tilde{W}_{k''',1}(t)W_{k'-p}(t)^T)
\]
\[
= E \left( \int_0^t \left( \tilde{B}_{k'''}(\tau)^T \tilde{B}_{k'''}(\tau) \right)^{-1} \tilde{B}_{k'''}(\tau)^T B_{k'''}(X(\tau) - E(X(\tau))) dW_{k'''}(\tau) \right) \int_0^t dW_{k'''}(\tau)
\]
\[
= E \left( \int_0^t \left( \tilde{B}_{k'''}(\tau)^T \tilde{B}_{k'''}(\tau) \right)^{-1} \tilde{B}_{k'''}(\tau)^T B_{k'''}(X(\tau) - E(X(\tau))) \right) d\tau = 0.
\]
Similarly, it is possible to show that \( E(\tilde{W}_{k''',2}(t) \tilde{W}_{k',2}(t)^T) = 0 \) for \( p + 1 \leq k' \leq 2p \).

**Remark 4.2.** Although Theorem 4.1 is stated for a BLSS, nevertheless the hypothesis \( \mu = 1 \) in (3.3) is not essential. Indeed, the Theorem gives a way to transform a bilinear form of \( X \) and of a Wiener process into a linear form of a WSW process. Hence, for \( \mu > 1 \) we would obtain the same representation (4.2), (4.3), where in (4.3) we should replace \( X(t) \) with \( X(t)^{\mu} \).

In the following theorem it will be given a sufficient condition which guarantees the non singularity of \( \Phi_X(t) \). Let us consider a time-invariant version of the BLSS given by (3.2), (3.3) with \( \mu = 1 \):
\[
dx(t) = AX(t)dt + Hu(t)dt + \sum_{k=1}^p B_k X(t)dW_k(t) + FdN(t), \quad X(t_0) = \tilde{X} \quad (4.16)
\]
\[
dy(t) = CX(t)dt + \sum_{k=1}^p D_k X(t)dW_k(t) + GdN(t), \quad (4.17)
\]
where \( t_0 \in \mathbb{R} \) is an “initial time”, and we have introduced another Wiener process \((N(t), \mathcal{F}_t)\) uncorrelated with \( W \). We suppose that the system (4.16), (4.17) is well defined over the time interval \([t_0, \infty)\).

**Theorem 4.3.** Let the matrix \( \Psi_X(t_0) \) be nonsingular (or the pair \((A, F)\) of the state equation (4.16) be controllable), then the state-covariance matrix \( \Psi_X(t) \) is nonsingular for any \( t \geq t_0 \), \( (t > 0) \).
Remark 4.4. Note that, when theorem 4.3 holds with \( t_0 < 0 \), it results that, for any finite time-interval \( T \subset [t_0 + \infty) \) the state-covariance has the property: \( \Psi_X(t) > \alpha \cdot I, \forall t \in T \) (I denotes the identity) for some real number \( \alpha > 0 \), (it is uniformly nonsingular in \( T \)).

Now, we can state the following theorem, which defines the optimal linear filter for a BLSS.

**Theorem 4.5.** Let be given the time-invariant BLSS as defined in equations (4.16), (4.17). Let the hypotheses of theorem 4.3 be satisfied. Moreover, let us suppose that

\[
\text{rank} \, k(D_k) = q \quad \text{for such a } k, \text{ or } \text{rank} \, (G) = q.
\]

Then, with reference to the notations of §2, the optimal linear estimate of the state process \( X \), namely \( \hat{X} \), and the error covariance

\[
P(t) = E((X(t) - \hat{X}(t))(X(t) - \hat{X}(t))^T),
\]

satisfy the following system of equations:

\[
\frac{dm(t)}{dt} = Am(t) + Hu(t), \quad m(0) = \bar{m},
\]

\[
\frac{d\Psi_X(t)}{dt} = A\Psi_X(t) + \Psi_X(t)A^T + \sum_{k=1}^{p} B_k \Psi_X(t)B_k^T + FF^T
\]

\[
+ \sum_{k=1}^{p} B_km(t)m(t)^TB_k^T, \quad \Psi_X(0) = \bar{\Psi}_X,
\]

\[
\tilde{B}_k(t) = \begin{cases} 
(B_k \cdot \Psi_X(t) \cdot B_k^T)^{\downarrow}, & 1 \leq k \leq p \\
B_{k-p}m(t), & p + 1 \leq k \leq 2p \\
F(t), & k = 2p + 1
\end{cases}
\]

\[
\tilde{D}_k(t) = \begin{cases} 
(D_k \cdot \Psi_X(t) \cdot D_k^T)^{\downarrow}, & 1 \leq k \leq p \\
D_{k-p}m(t), & p + 1 \leq k \leq 2p \\
G(t), & k = 2p + 1
\end{cases}
\]

\[
R(t) = \sum_{i=1}^{2p+1} \tilde{D}_i(t)\tilde{D}_i(t)^T
\]

### Proof.

The following equation is easily recognized to hold for \( \Psi_X(t) \):

\[
\Psi_X(t) = e^{A(t-t_0)}\Psi_X(t_0)e^{A^T(t-t_0)} + \sum_{k=1}^{p} \int_{t_0}^{t} e^{A(t-\tau)}B_k E(X(\tau)X(\tau)^T)B_k^Te^{A^T(t-\tau)}d\tau
\]

\[
+ \int_{t_0}^{t} e^{A(t-\tau)}FF^Te^{A^T(t-\tau)}d\tau.
\]

(4.18)

The thesis follows by noting that the three terms in the right hand side of (4.18) are at least symmetric nonnegative definite and in particular, the nonsingularity of \( \psi_X(t_0) \) and the hypothesis of controllability imply the positive definiteness of the first and the third term respectively. \( \blacksquare \)
\[ \frac{dP_t}{dt} = AP(t) + P(t)A^T + R(t) \]
\[ - \left( \sum_{i=1}^{2p+1} \tilde{B}_i(t)\tilde{D}_i(t)^T + P(t)C^T \right)R(t)^{-1} \left( \sum_{i=1}^{2p+1} \tilde{B}_i(t)\tilde{D}_i(t)^T + P(t)C^T \right)^T, \] (4.24)
\[ P(0) = \tilde{\Psi}_X, \] (4.25)
\[ d\tilde{X}(t) = A\tilde{X}(t)dt + \left( \sum_{i=1}^{2p+1} \tilde{B}_i(t)\tilde{D}_i(t)^T + P(t)C^T \right)R(t)^{-1}(dY(t) - C\tilde{X}(t)dt), \] (4.26)
\[ \tilde{X}(0) = \tilde{m}, \] (4.27)

Proof. (4.19) readily derives by taking the expectations of both sides of (4.16). Moreover
(4.20) is easily obtained by differentiating eq. (4.18). From Theorem 4.3 and Remark 4.4 \( \Psi_X(t) \)
is uniformly nonsingular in \( T \). Then, we can apply theorem 4.1 in order to put system (4.16),
(4.17), in the form of a linear stochastic system with suitable WSW state and output diffusions,
deriving from eq.sns (4.2), (4.3). Note that, such an equivalent system is a time-varying one even
if it is derived from the time-invariant BLSS (4.16), (4.17). Now from (4.22), (4.23) it results:
\[ R(t) \triangleq \sum_{k=1}^{p} D_k\Psi_X(t)D_k^T + \sum_{k=1}^{p} D_km(t)m(t)^TD_k^T + GG^T \]
which is uniformly nonsingular in \( T \), by the hypothesis (4.28) (and possibly by the uniform
nonsingularity of \( \Psi_X(t) \)). The thesis easily derives from an application of [12, Th.15.3] to the
representation (4.2), (4.3).

5. The vector Ito formula in the Kronecker formalism

In this section, by using a formalism derived from the Kronecker algebra, we present a new
version of the Ito formula which has, with respect to the classical formulation, the advantage of
being much more compact and will allow us to calculate, for a given stochastic process \( \phi \), the
stochastic differential of the process \( \phi^{|h|} \), where \([h] \) is any integer Kronecker power.

Let \( x \in \mathbb{R}^n \) and \( F \) be any \( C^2 \) function in \( \mathbb{R}^{m \times p} \), we introduce the matrix \((d/dx) \otimes F(x)\),
having dimensions \( m \times (n \cdot p) \), defined as
\[ \frac{d}{dx} \otimes F(x) \triangleq \begin{bmatrix} \frac{\partial F(x)}{\partial x_1} & \cdots & \frac{\partial F(x)}{\partial x_n} \end{bmatrix}, \] (5.1)
where the operator \( d/dx \) is given by
\[ \frac{d}{dx} \triangleq \begin{bmatrix} \frac{\partial}{\partial x_1} & \cdots & \frac{\partial}{\partial x_n} \end{bmatrix}. \] (5.2)

Note that in (5.1) the rules defining the Kronecker product between matrices (see definition A.1)
are formally satisfied, provided that the “multiplication” between the differential operator \( \partial/\partial x_i \)
and a matrix function \( F(x) \) is conventionally defined as
\[ \frac{\partial}{\partial x_i} \cdot F(x) = \frac{\partial F(x)}{\partial x_i} \]
where the right hand side has the usual meaning. Similarly, we can define the operator:

\[
\frac{d}{dx} \otimes \frac{d}{dx} \triangleq \left[ \frac{\partial^2}{\partial x_1^2} \ rac{\partial^2}{\partial x_1 \partial x_2} \ \cdots \ \frac{\partial^2}{\partial x_1 \partial x_n} \right]
\]

Also in this case the composition rule of the Kronecker product is satisfied, but the “multiplication” between the differential operators \( \partial / \partial x_i \) and \( \partial / \partial x_i \) had to be interpreted as resulting in the differential operator \( \partial^2 / \partial x_i \partial x_j \). In general, we will adopt the convention: the multiplication between two differential operators results in a differential operator (the second order differential operator). Obviously, this convention could be generalized in order to give a precise meaning to the quantity:

\[
\frac{d^{[h]}}{dx^{[h]}} \otimes F(x),
\]

for any integer \( h \geq 0 \). However, in this paper we are concerned at most with second order derivatives.

It is easy to recognize that, for any matrix, namely \( M \), and for any pair of differentiable matrix functions, namely \( V(x) \) and \( W(x) \), having suitable dimensions, it results

\[
\frac{d}{dx} \otimes (V(x) \otimes W(x)) = \left( \frac{d}{dx} \otimes V(x) \right) \otimes W(x) + V(x) \otimes \left( \frac{d}{dx} \otimes W(x) \right).
\]

Moreover, the following “associative” property holds:

\[
\frac{d}{dx} \otimes \frac{d}{dx} \otimes F(x) = \left( \frac{d}{dx} \otimes \frac{d}{dx} \right) \otimes F(x) = \frac{d}{dx} \otimes \left( \frac{d}{dx} \otimes F(x) \right).
\]

Using the above notation, we can prove the following lemma, which will be very useful in the following sections.

**Lemma 5.1.** For any integer \( h \geq 1 \) and \( x \in \mathbb{R}^n \), it results

\[
\frac{d}{dx} \otimes x^{[h]} = U_n^h (I_n \otimes x^{[h-1]})
\]

and for any \( h > 1 \):

\[
\frac{d}{dx} \otimes \frac{d}{dx} \otimes x^{[h]} = O_n^h (I_n \otimes x^{[h-2]}),
\]

where the matrices \( C_{u,v}^T \), \( u,v \in \mathbb{N} \), are the commutation matrices defined by theorem A.3. and

\[
U_n^h \triangleq \left( \sum_{\tau=0}^{h-1} C_{n,n,\tau-1,\tau}^T \otimes I_n \right),
\]

\[
O_n^h \triangleq \sum_{\tau=0}^{h-1} \sum_{s=0}^{h-2} (C_{n,n,\tau-1,\tau}^T \otimes I_n) (I_n \otimes C_{n,n,s-1,s}^T \otimes I_n).
\]
Proof. According to definition (5.1) and using (3.3), we have
\[ Q^h \triangleq \frac{d}{dx} \otimes x^{[h]} = \frac{d}{dx} \otimes (x \otimes x^{[h-1]}) = I_n \otimes x^{[h-1]} + x \otimes \left( \frac{d}{dx} \otimes x^{[h-1]} \right), \]
that is
\[ Q^h = I_n \otimes x^{[h-1]} + x \otimes (h^{-1}), \]
from which, using theorem A.3, we obtain
\[ \frac{d}{dx} \otimes x^{[h]} = \sum_{\tau = 0}^{h-1} x^{[\tau-1]} \otimes I_n \otimes x^{[\tau]} = \sum_{\tau = 0}^{h-1} C_{n,n^{h-1-\tau}}^T (I_n \otimes x^{[h-1-\tau]} \otimes x^{[\tau]}), \]
from which (5.5) follows, taking into account the property (A.3c).

Similarly, by exploiting (5.3), (5.5) and (A.3c) it results
\[
\frac{d}{dx} \otimes \frac{d}{dx} \otimes x^{[h]} \\
= \frac{d}{dx} \otimes \left( \sum_{\tau = 0}^{h-1} C_{n,n^{h-1-\tau}}^T \otimes I_n^{\tau} \right) (I_n \otimes x^{[h-1]}) \\
= \sum_{\tau = 0}^{h-1} (C_{n,n^{h-1-\tau}}^T \otimes I_n^{\tau}) \left( \frac{d}{dx} \otimes (I_n \otimes x^{[h-1]}) \right) \\
= \sum_{\tau = 0}^{h-1} \left( C_{n,n^{h-1-\tau}}^T \otimes I_n^{\tau} \right) \left( I_n \otimes \left( \sum_{s=0}^{h-2} C_{n,n^{h-1-\tau-s}}^T \otimes I_n^{s} \right) (I_n \otimes x^{[h-2]}) \right) \\
= \sum_{\tau = 0}^{h-1} \sum_{s=0}^{h-2} \left( C_{n,n^{h-1-\tau-s}}^T \otimes I_n^{\tau} \right) \left( I_n \otimes \left( C_{n,n^{h-1-\tau-s}}^T \otimes I_n^{s} \right) (I_n \otimes x^{[h-2]}) \right) \\
= \sum_{\tau = 0}^{h-1} \sum_{s=0}^{h-2} \left( C_{n,n^{h-1-\tau-s}}^T \otimes I_n^{\tau} \right) \left( I_n \otimes \left( C_{n,n^{h-1-\tau-s}}^T \otimes I_n^{s} \right) (I_n \otimes x^{[h-2]}) \right),
\]
so that the proof is completed. \(\blacksquare\)

Now, we are able to rewrite the vector valued version of the Itô formula in the Kronecker formalism.

**Theorem 5.2.** Let \((X_t, \mathcal{F}_t)\) be a vector continuous semimartingale in \(\mathbb{R}^n\) described by the Itô's stochastic differential:
\[ dX_t = d\beta_t + dM_t, \]
where \((\beta_t, \mathcal{F}_t)\) is an a.s. continuous bounded variation process and \((M_t, \mathcal{F}_t)\) is a square integrable martingale. Let
\[ F : \mathbb{R}^n \to \mathbb{R}^p, \]
be a continuous function endowed with the first and second derivatives. Then the process \(Z_t = F(X_t)\) is a square integrable semimartingale, whose differential is given by
\[ dZ_t = \left( \frac{d}{dx} \otimes F(x) \right)_{x=X_t} dX_t + \frac{1}{2} \left( \frac{d}{dx} \otimes \frac{d}{dx} \otimes F(x) \right)_{x=X_t} (dM_t)^2, \]
(5.10)
with \((dM_t)^{[2]}\) denoting the associate quadratic variation process whose arguments are

\[
(dM_t)^{[2]} = \begin{bmatrix}
\varrho < M_1, M_1 > t \\
\varrho < M_1, M_2 > t \\
\vdots \\
\varrho < M_n, M_n > t
\end{bmatrix},
\]

with obvious meaning of symbols [12-14].

Proof. Formula (5.11) can be directly verified by using Ito formula in the scalar case [see for instance [13, Th. 4.2.1]] and taking into account the definition of the differential operator \(d/dx\).

6. Stochastic differential for the Kronecker power of a BLSS solution

Using the Ito formula, in the version given by Theorem 5.2, we can now prove the following theorem, which defines the stochastic differential for the power process of the solution of a bilinear SDE. This will be the fundamental tool in the derivation of the augmented system.

**Theorem 6.1.** Let \(\phi(t) \in \mathbb{R}^d\) the process defined by the following SDE:

\[
d\phi(t) = (\Gamma(t)\phi(t) + \gamma(t))dt + \sum_{k=1}^{p} (\Theta_k\phi(t) + \chi_k) dW_k(t),
\]

where, \(\Gamma(t), \theta_k \in \mathbb{R}^{d \times d}, \gamma(t), \chi_k \in \mathbb{R}^d\). Then, defining

\[
\Phi_2 \overset{\Delta}{=} \sum_{k=1}^{p} \Theta_k^{[2]}, \quad \Phi_1 \overset{\Delta}{=} \sum_{k=1}^{p} (\Theta_k \otimes \chi_k + \chi_k \otimes \Theta_k), \quad \Phi_0 \overset{\Delta}{=} \sum_{k=1}^{p} \chi_k^{[2]},
\]

it results, for \(i \geq 2\):

\[
d\phi^{[i]}(t) = \left(\mathcal{M}_i^0(t)\phi^{[i]}(t) + \mathcal{M}_i^1(t)\phi^{[i-1]}(t) + \mathcal{M}_i^2\phi^{[i-2]}(t)\right)dt + \sum_{k=1}^{p} (\mathcal{G}_{k,i}^{0}\phi^{[i]}(t) + \mathcal{G}_{k,i}^{1}\phi^{[i-1]}(t)) dW_k(t),
\]

where

\[
\mathcal{M}_i^0(t) = U_d^i(\Gamma(t) \otimes I_{d-i}) + \frac{1}{2}O_d^i(\Phi_2 \otimes I_{d-i})
\]

\[
\mathcal{M}_i^1(t) = U_d^i(\gamma(t) \otimes I_{d-i}) + \frac{1}{2}O_d^i(\Phi_1 \otimes I_{d-i})
\]

\[
\mathcal{M}_i^2 = \frac{1}{2}O_d^i(\Phi_0 \otimes I_{d-i})
\]

\[
\mathcal{G}_{k,i}^{0} = U_d^i(\Theta_k \otimes I_{d-i})
\]

\[
\mathcal{G}_{k,i}^{1} = U_d^i(\chi_k \otimes I_{d-i})
\]

Proof. By using property (A.3c) the following formula is easily recognized to hold for any \(k = 0, 1, \ldots, j = 1, 2, \ldots, \psi \in \mathbb{R}^\sigma, M \in \mathbb{R}^{r \times \sigma}\):

\[
(I_r \otimes \psi^{[j]})M \psi^{[k]} = (M \otimes I_\sigma)^{[j+k]}.
\]
Let us apply Theorem 5.2 for $X = \phi$, $F(\phi) = \phi^{[i]}$, $d\beta = (\Gamma \phi + \gamma)dt$ and $dM = d\Lambda$, where $\Lambda$ is the martingale:

$$\Lambda(t) \triangleq \int_0^t \sum_{k=1}^p (\Theta_k(\tau)\phi(\tau) + \chi_k(\tau))dW_k(\tau).$$

Using formulas (5.5), (5.6), it results (understanding time dependencies):

$$d\phi^{[i]} = U^i_d(I_d \otimes \phi^{[i-1]})(\Gamma \phi dt + \gamma dt + d\Lambda) + \frac{1}{2} O^i_d(I_d \otimes \phi^{[i-2]})(d\Lambda)^{[2]}.$$

(6.4)

By exploiting the definition (5.11) it results

$$(d\Lambda)^{[2]} = (\Phi^2 \phi_{[2]} + \Phi_1 \phi + \Phi_0)dt,$$

(6.5)

where $\Phi_2, \Phi_1, \Phi_0$ are given by (6.2). By substituting (6.5) in (6.4) and using formula (6.3), the thesis follows.

7. The augmented system

Let us return to consider the cubic-sensor-like system (3.2), (3.3). In this section, by means of a repeated application of Theorem 6.1, we will show that the process $(X, Y)$, and its powers up to a certain degree, represents a solution of suitably defined bilinear SDE. The latter will be next transformed into a linear system with WSW diffusions, generating the powers of the observation $Y$ up to the required degree (the augmented system).

First of all, we define the process $X_e$ as

$$X_e(t) \triangleq \begin{bmatrix} X(t) \\ X^{[2]}(t) \\ \vdots \\ X^{[\nu]}(t) \end{bmatrix},$$

(7.1)

and call it the extended state process. By using Theorem 6.1 for $\phi = X(t)$, we can derive a SDE for the processes $X^{[i]}$, $i = 2, \ldots, \nu$:

$$dX^{[i]}(t) = (M^0_i(t)X^{[i]}(t) + M^1_i(t)(\Gamma X^{[i-1]}(t) + M^2_i X^{[i-2]}(t)))dt$$

$$+ \sum_{k=1}^p (G^0_{k,i}(X^{[i]}(t) + G^1_i X^{[i-1]}(t)))dW_k(t),$$

(7.2)

where

$$M^0_i(t) = U^i_n(A(t) \otimes I_{n-1}) + \frac{1}{2} O^i_n(\Psi_2 \otimes I_{n-\nu})$$

$$M^1_i(t) = U^i_n((H(t)u(t)) \otimes I_{n-1}) + \frac{1}{2} O^i_n(\Psi_1 \otimes I_{n-\nu})$$

$$M^2_i \triangleq \frac{1}{2} O^i_n(\Psi_0 \otimes I_{n-\nu})$$

$$G^0_{k,i} = U^i_n(B_k \otimes I_{n-\nu})$$

$$G^1_{k,i} = U^i_n(F_k \otimes I_{n-\nu}),$$

(7.3)

and $\Psi_2, \Psi_1, \Psi_0$ are given by

$$\Psi_2 \triangleq \sum_{k=1}^p B^{[2]}_k, \quad \Psi_1 \triangleq \sum_{k=1}^p (B_k \otimes F_k + F_k \otimes B_k), \quad \Psi_0 \triangleq \sum_{k=1}^p F^{[2]}_k.$$

By aggregating eq (3.2) and eq. (7.2) for $i = 2, \ldots, \nu$, rewriting eq (3.3) so to enhance the dependance of $X_e$, we can write the equations of an extended system as stated in the following proposition.
Proposition 7.1. The processes $X_e$ and $Y$ defined in (7.1), (3.3) are the state and output processes respectively, of the following bilinear stochastic differential system (extended system):

$$dX_e(t) = (A_e(t)X_e(t) + \alpha(t))dt + \sum_{k=1}^{P} (B_{e,k}X_e(t) + \beta_k)dW_k(t)$$

$$dY(t) = C_e(t)X_e(t)dt + \sum_{k=1}^{P} (D_{e,k}X_e(t) + G_k)dW_k(t)$$

where

$$A_e(t) = \begin{bmatrix} A(t) & 0 & \ldots & 0 \\ M_2(t) & M_2(t) & \ldots \\ M_3(t) & M_3(t) & \ldots & 0 \\ \vdots & \vdots & \ddots & \ddots \\ 0 & \ldots & M_\mu(t) & M_\mu(t) \end{bmatrix}$$

$$B_{e,k} = \begin{bmatrix} B_k & 0 & \ldots & 0 \\ G_{k,2}^1 & G_{k,2}^0 & \ldots \\ \vdots & \vdots & \ddots & \ddots \\ 0 & \ldots & G_{k,\mu}^1 & G_{k,\mu}^0 \end{bmatrix}; \quad \alpha(t) = \begin{bmatrix} H(t)u(t) \\ M_2 \\ 0 \\ \vdots \\ 0 \end{bmatrix}; \quad \beta_k = \begin{bmatrix} F_k \\ 0 \\ \vdots \\ 0 \end{bmatrix};$$

$$C_e(t) = [0 \ldots 0 C(t)]; \quad D_{e,k} = [D_k 0 \ldots 0]. \quad (7.4)$$

The block-entries of matrices $A_e(t), B_{e,k}$ are defined in (7.3).

The definition of the extended system allows us to write the observed process $Y$ as the output of a bilinear system instead of the original nonlinear system (3.2), (3.3). However, the extended state process, as is defined in (7.1), collects all the products between powered components of the original state $X$ (up to the $\mu$-th degree). This implies the presence of redundant scalar equations in the vector extended system defined in Proposition 3.1. This in turn implies the following:

a) The dimension of the extended system is uselessly great;

b) some non-degeneracy conditions involved in the filtering problem are not satisfied (this point will be more clear later).

Nevertheless it is possible to overcome these troubles by writing down the equations of a new reduced extended system, as explained below.

Let $x \in \mathbb{R}^d$ and $h$ a positive integer. We recall that, the following relations hold, linking together the reduced $h$-th Kronecker power of $x$ [11], [16], namely $x_{[h]}$ and the (ordinary) $h$-th Kronecker power $x^{[h]}$:

$$x^{[h]} = T_d^h x_{[h]}, \quad x_{[h]} = \tilde{T}_d^h x^{[h]}, \quad (7.5)$$

where $T_d^h$ and $\tilde{T}_d^h$ are suitably dimensioned transformation matrices [11].

Now, let us define the vector $X_e^{(r)}(t)$ as:

$$X_e^{(r)}(t) \triangleq \begin{bmatrix} X(t) \\ X_{[2]}(t) \\ \vdots \\ X_{[h]}(t) \end{bmatrix}, \quad (7.6)$$
then the following relations are easily recognized to hold:

\[ X^{(r)}_e(t) = \tilde{R}X_e(t); \quad X_e(t) = RX^{(r)}_e(t), \]  

(7.7)

where

\[ \tilde{R} = \begin{bmatrix} I_n & 0 & \cdots & 0 \\ 0 & T^2_n & \cdots & 0 \\ \vdots & \vdots & \ddots & \vdots \\ 0 & 0 & \cdots & T^\mu_n \end{bmatrix}; \quad R = \begin{bmatrix} I_n & 0 & \cdots & 0 \\ 0 & T^2_n & \cdots & 0 \\ \vdots & \vdots & \ddots & \vdots \\ 0 & 0 & \cdots & T^\mu_n \end{bmatrix}. \]

The above defined process \( X^{(r)}_e \) agree with the extended state process \( X_e \), but the redundancy contained therein is eliminated. Using relations (7.7) and the extended system equations we obtain the following reduced extended system

\[
\begin{align*}
\dot{X}^{(r)}_e(t) &= (\tilde{R}A_e(t)R)X^{(r)}_e(t) + \tilde{R}\alpha(t))dt + \sum_{k=1}^{p} ((\tilde{R}B_{e,k}R)X^{(r)}_e(t) + \tilde{R}\beta_k)dw_k(t) \\
\dot{Y}(t) &= (C_e(t)R)X^{(r)}_e(t)dt + \sum_{k=1}^{p} (D_{e,k}X^{(r)}_e(t) + G_k)dw_k(t).
\end{align*}
\]

(7.8)

Now, let us define the process \( Z \):

\[ Z(t) \overset{\Delta}{=} \begin{bmatrix} Y(t) \\ X^{(r)}_e(t) \end{bmatrix}, \]

(7.9)

and let \( \delta = \text{dim}(Z) \). Moreover let us define the augmented process:

\[ Z(t) \overset{\Delta}{=} \begin{bmatrix} Z(t) \\ Z_{[2]}(t) \\ \vdots \\ Z_{[\nu]}(t) \end{bmatrix}. \]

(7.10)

We can derive a SDE for the process \( Z \) in the following way. First of all note that, from (7.8), \( Z \) satisfies the following SDE:

\[ \dot{Z}(t) = (\tilde{A}(t)Z(t) + \alpha(t))dt + \sum_{k=1}^{p} (\tilde{B}_kZ(t) + \tilde{\beta}_k)dw_k(t), \]

(7.11)

where

\[ \tilde{A}(t) \overset{\Delta}{=} \begin{bmatrix} 0 & C_e(t)R \\ 0 & \tilde{R}A_e(t)R \end{bmatrix}; \quad \alpha(t) \overset{\Delta}{=} \begin{bmatrix} 0 \\ \tilde{R}\alpha(t) \end{bmatrix}; \quad \tilde{B}_k \overset{\Delta}{=} \begin{bmatrix} 0 & D_{e,k} \\ 0 & \tilde{R}B_{e,k}R \end{bmatrix}; \quad \tilde{\beta}_k = \begin{bmatrix} G_k \\ \tilde{R}\beta_k \end{bmatrix}. \]

(7.12)

Next, by applying Theorem 6.1 to the process \( Z \), it results for \( i = 2, \ldots, \nu \):

\[ \dot{Z}^{[i]}(t) = (L^0_i(t)Z^{[i]}(t) + L^1_i(t)Z^{[i-1]}(t) + L^2_iZ^{[i-2]}(t))dt + \sum_{k=1}^{p} (V^0_{k,i}Z^{[i]}(t) + V^1_{k,i}Z^{[i-1]}(t))dw_k(t), \]

(7.13)
where
\[
L_i^0(t) = U_k^0(\hat{A}(t) \otimes I_{\delta^{-1}}) + \frac{1}{2} O_k^0(\hat{\Psi}_2 \otimes I_{\delta^{-1}})
\]
(7.14)
\[
L_i^1(t) = U_k^i(\hat{\alpha}(t) \otimes I_{\delta^{-1}}) + \frac{1}{2} O_k^i(\hat{\Psi}_1 \otimes I_{\delta^{-1}})
\]
(7.15)
\[
L_i^2 = \frac{1}{2} O_k^i(\hat{\Psi}_0 \otimes I_{\delta^{-1}})
\]
(7.16)
\[
V_{k,i}^0 = U_k^i(\hat{B}_k \otimes I_{\delta^{-1}})
\]
(7.17)
\[
V_{k,i}^1 = U_k^i(\hat{\beta}_k \otimes I_{\delta^{-1}})
\]
(7.18)
and \(\hat{\Psi}_2, \hat{\Psi}_1, \hat{\Psi}_0\) are given by
\[
\hat{\Psi}_2 = \sum_{k=1}^{p} \tilde{B}_k^{[2]}, \quad \hat{\Psi}_1 = \sum_{k=1}^{p} (\tilde{B}_k \otimes \hat{\beta}_k + \tilde{\beta}_k \otimes \tilde{B}_k), \quad \hat{\Psi}_0 = \sum_{k=1}^{p} \tilde{\beta}_k^{[2]}
\]
Observing that, from (7.5) we have
\[
Z[\tau] = T_T Z[\tau], \quad Z[\tau] = \tilde{T}_T Z[\tau],
\]
and using (7.13), we can state the following proposition.

**Proposition 7.2.** The process \(Z\) defined in (7.10) satisfies the following bilinear SDE,
\[
d\tilde{Z}(t) = (\hat{A}(t) \tilde{Z}(t) + \hat{U}(t))dt + \sum_{k=1}^{p} (\tilde{B}_k \tilde{Z}(t) + \hat{\mathcal{V}}_k)dw(t),
\]
(7.19)
where
\[
\hat{A}(t) = \begin{bmatrix}
\hat{A}(t) & 0 & \cdots & 0 \\
\hat{L}_1^0(t) & \hat{T}_2^0 L_0^0(t) T_2^0 & \cdots & 0 \\
L_3^0 & \hat{T}_3^0 L_3^0(t) T_3^0 & \hat{T}_3^0 L_0^0(t) T_3^0 & \cdots \\
0 & \cdots & \hat{T}_3^0 L_3^0(t) T_3^0 & \cdots & \hat{T}_3^0 L_0^0(t) T_3^0 \\
0 & \cdots & \hat{T}_3^0 L_3^0(t) T_3^0 & \cdots & \hat{T}_3^0 L_0^0(t) T_3^0 \\
0 & \cdots & \hat{T}_3^0 L_3^0(t) T_3^0 & \cdots & \hat{T}_3^0 L_0^0(t) T_3^0
\end{bmatrix}, \quad \hat{U}(t) = \begin{bmatrix}
\hat{\alpha}(t) \\
L_2^2 \\
0 \\
\vdots \\
0
\end{bmatrix}
\]
(7.20)
\[
\hat{B}_k = \begin{bmatrix}
\hat{B}_k \\
0 \\
0 \\
0 \\
\vdots \\
0
\end{bmatrix}, \quad \hat{\mathcal{V}}_k = \begin{bmatrix}
\hat{\beta}_k \\
0 \\
0 \\
0 \\
\vdots \\
0
\end{bmatrix}
\]
(7.21)
The block matrices in (7.20), (7.21) are given by (7.14)-(7.18) and (7.12), the matrices \(\hat{T}; T; \), are the reduction matrices defined in (7.5).

Now, we can use Theorem 4.1 in order to rewrite the bilinear SDE (7.19) in the form of a linear SDE with WSW diffusion term. The underlying hypothesis is that the covariance matrix of the process \(Z\) defined in (7.10), namely \(\Phi_Z(t)\), is uniformly nonsingular over \(T\). There are many ways to assure this, starting from some suitable, non restrictive, hypothesis on the originary system. As a matter of fact, since we are here concerned with a finite interval \(T\), it is easy to recognize that the uniform nonsingularity of \(\Phi_Z(t)\) is assured as soos as it is assumed that the covariance of the initial original state \(X(0)\) is positive definite. Henceforth, we will understand the uniform nonsingularity in \(T\) of \(\Phi_Z(t)\).
Proposition 7.3. Let $p_k$, $k = 1, \ldots, p$, be the ranks of the matrices $B_k$, given in (7.19). Then the process $Z$ satisfies the following SDE,

$$dZ(t) = (A(t)Z(t) + U(t))dt + \sum_{k=1}^{2p} B_k(t)d\tilde{W}_k(t),$$

(7.22)

where $\tilde{W}_k$, $k = 1, \ldots, 2p$ are independent standard WSW processes, $\tilde{W}_k \in \mathbb{R}^{p_k}$, for $k = 1, \ldots, p$, $\tilde{W}_k = W_k \in \mathbb{R}$, for $k = p+1, \ldots, 2p$, and

$$B_k(t) \doteq \begin{cases} (B_k \Phi_Z(t)B^T_k)^{(1/2)}, & 1 \leq k \leq p \\ B_{k-pm_Z(t)} + \mathcal{V}_{k-p}, & p+1 \leq k \leq 2p \end{cases}$$

(7.23)

with $m_Z = E(Z)$.

In order to write down the equations of the augmented system we need to split out the vector SDE (7.19) into two SDE’s: one for the observed components of $Z$ and the other one for the remaining entries.

From the definition (7.9) we see that the components of the vector $Z$ are of the form:

$$X_1^{i_1} \cdots X_n^{i_n} \cdots Y_1^{j_1} \cdots Y_q^{j_q},$$

(7.24)

where $X_l, Y_l$ denote the $l$th component of vectors $X, Y$ respectively, and $0 \leq i_l, j_r \leq \nu$ for $l = 1, \ldots, n$, $r = 1, \ldots, q$, $\sum_{l=1}^{n} i_l \leq \nu$, $\sum_{r=1}^{q} j_r \leq \nu$. The observed components are those of the form (7.24) with $i_1 = \ldots = i_n = 0$. Denote by $\mathcal{Y}$ the vector of all such components:

$$\mathcal{Y} \doteq \begin{bmatrix} Y_{[1]} \\ Y_{[2]} \\ \vdots \\ Y_{[\nu]} \end{bmatrix},$$

Moreover, let us denote by $\mathcal{E}_\mathcal{Y}$ the $(0,1)$-matrix such that

$$\mathcal{Y} = \mathcal{E}_\mathcal{Y} Z.$$

(7.25)

It is easy to recognize that:

$$\mathcal{E}_\mathcal{Y} = \begin{bmatrix} \mathcal{E}^1_{\mathcal{Y}} & 0 & \cdots & 0 \\ 0 & \mathcal{E}^2_{\mathcal{Y}} & \cdots & \vdots \\ \vdots & \vdots & \ddots & \vdots \\ 0 & \cdots & 0 & \mathcal{E}^\nu_{\mathcal{Y}} \end{bmatrix},$$

(7.26)

where the diagonal blocks $\mathcal{E}^j_{\mathcal{Y}}, j = 1, \ldots, \nu$ are defined as:

$$\mathcal{E}^j_{\mathcal{Y}} Z_{[j]} = Y_{[j]},$$

(7.27)

and have the expressions

$$\mathcal{E}^j_{\mathcal{Y}} = [I_q \ 0] [^{[j]}T^j \delta],$$

(7.28)
where \( T_j \) is the expansion matrix defined in (7.5). Let us denote with \( X \) the aggregate vector of all the components in \( Z \) which are not components of \( Y \). Then it results well defined the \((0, 1)\)-matrix \( E_X \) such that

\[
X = E_X Z. \tag{7.29}
\]

A simple way to compute \( E_X \) is just to remove from the identity matrix, \( I_d \), with \( d = \text{dim}(Z) \), (note that \( I_d \) includes all the rows of \( E_Y \)) all those rows which are rows of \( E_Y \).

From the above the aggregate matrix \( I \):

\[
I \triangleq \begin{bmatrix} E_Y \\ E_X \end{bmatrix}, \tag{7.30}
\]

results to be invertible. Let us consider the matrices \( I_1, I_2 \) such that

\[
Z = I_1 Y + I_2 X. \tag{7.31}
\]

Note that, from (7.25), (7.29), and because of the invertibility of the matrix \( I \), it results that the matrices \( I_1, I_2 \) defined in (7.31) are obtained by means of a suitable partition of the matrix \( I^{-1} = [I_1 \ I_2] \).

Using (7.25), (7.29), (7.31) and eq. (7.19) we can now state the following proposition.

**Proposition 7.4.** The processes \( X, Y \) defined in (7.29) and (7.25) satisfy the following pair of SDE’s (augmented system):

\[
dX(t) = \left( A_1(t)Y(t) + A_2(t)X(t) + U_1(t) \right) dt + \sum_{k=1}^{2p} B_k^1(t) d\bar{W}_k(t), \tag{7.32}
\]

\[
dY(t) = \left( C_1(t)Y(t) + C_2(t)X(t) + U_2(t) \right) dt + \sum_{k=1}^{2p} D_k^1(t) d\bar{W}_k(t), \tag{7.33}
\]

where

\[
A_1(t) = E_X A(t) I_1, \quad A_2(t) = E_X A(t) I_2, \quad U_1(t) = E_X U(t), \quad B_k^1(t) = E_X B_k(t),
\]

\[
C_1(t) = E_Y A(t) I_1, \quad C_2(t) = E_Y A(t) I_2, \quad U_2(t) = E_Y U(t), \quad D_k^1(t) = E_Y D_k(t), \tag{7.34}
\]

\( A, B_k, U \), are the matrix coefficients of eq. (7.22), the matrices \( E_X, E_Y, I_1, I_2 \), are defined by means of eqs (7.25), (7.29), (7.31), and \( \{ W_k, k = 1, \ldots, 2p \} \) is a set of mutually uncorrelated standard WSW processes.
8. Polynomial filter equations

Proposition 7.4 states that the augmented observation process $Y$ defined in (7.25), can be generated as the output process of the augmented representation (7.32), (7.33). This implies that the problem of finding the $\nu$-th degree polynomial filter for the original system (3.2), (3.3) is now reduced to an optimal linear filtering problem for the linear system (7.32), (7.33). Indeed, by denoting with $\hat{X}(t)$ the optimal linear estimate given $\{Y_s, s \leq t\}$ of the augmented state $X(t)$, we have (see §2):

$$\hat{X}(t) = \Pi \left( \mathcal{X}(t)/\mathcal{L}_t(Y) \right).$$

On the other hand, from definition 2.1 and taking into account the structure of the augmented observation $Y$, it results $\mathcal{L}_t(Y) = \mathcal{P}_t^{(\nu)}(Y)$, where $Y$ is the original observation process given by (3.3). Hence we have

$$\hat{X}(t) = \Pi \left( \mathcal{X}(t)/\mathcal{P}_t^{(\nu)}(Y) \right)$$

and, as we will see later, we can get $\hat{X}(t)$ (which is given by (3.5)) by extracting a suitable subvector in $\hat{X}(t)$.

In [12] the optimal linear filter is defined for the class of linear stochastic systems whose noise terms are represented by WSW processes. System (7.32), (7.33), comes within this class of systems, and we can use here the same approach as in [12] in order to obtain the optimal linear filter with respect to the augmented observation process $Y$ (and, hence the optimal $\nu$-th degree polynomial filter with respect to the original observed process $Y$). In order to do this, first of all we state the following theorem, whose proof is given in Appendix B, showing the uniform nonsingularity in $T$ of the output-noise covariance of system (7.32), (7.33), namely

$$\mathcal{R}(t) \triangleq \sum_{k=1}^{2p} D_k^T(t)D_k(t)^T. \tag{8.1}$$

Indeed, the uniform nonsingularity of (8.1) is required, in order to apply the Kalman-Bucy scheme to system (7.32), (7.33).

**Theorem 8.1.** The noise covariance matrix function of the augmented measurement equation (7.33), given by (8.1), is uniformly nonsingular over $T$.

**Proof.** See Appendix B. $\blacksquare$

Now, we can prove the main Theorem, defining the $\nu$-th degree polynomial filter for system (3.2), (3.3). We remind readers that, $\rho_k$ is the dimension of the WSW process $W_k$ when $k = 1,\ldots,p$, and for $k = p+1,\ldots,2p$, $W_k = W_k \in \mathbb{R}$. Let us denote with $\gamma$ the dimension of the augmented process $Z$. Moreover, we shall denote with $\text{cov}(\chi, \eta)$ the cross-covariance between two random variables $\chi, \eta$. Finally, we shall denote with $M^\dagger$ the Moore-Penrose pseudoinverse of the square matrix $M$.

**Theorem 8.2.** The $\nu$-th order polynomial filter for system (3.2), (3.3) is described by the following system of equations:

$$\frac{dm_z(t)}{dt} = A(t)m_z(t) + U(t), \tag{8.2}$$

$$\mathcal{B}_k(t) = \mathcal{B}_k m_z(t) + \mathcal{V}_k \quad 1 \leq k \leq p, \tag{8.3}$$
\[ \Omega_p(t) = \sum_{k=1}^p \left( \bar{B}_k(t)[2]s_t(I_{p_k}) + \bar{B}_k(t)[3] \right), \]  
\[ \mathcal{H}_1(t) = U_\gamma^2(A(t) \otimes I_{p}), \quad \mathcal{H}_2(t) = U_\gamma^2(U(t) \otimes I_{p}), \quad \mathcal{H}_3(t) = \frac{1}{2} \Omega_\gamma^2 \Omega_p(t), \]  
\[ \frac{d\Gamma(t)}{dt} = \mathcal{H}_1(t)\Gamma(t) + \mathcal{H}_2(t)m_x(t) + \mathcal{H}_3(t), \]  
\[ \bar{B}_k(t) = \left( B_k \Gamma^{-1}(t) - m_x(t)[2]B_k^T \right) \Gamma, \quad 1 \leq k \leq p, \]  
\[ J(t) = \sum_{k=1}^p \mathcal{E}_X((\bar{B}_k(t)\bar{B}_k(t))^T + \bar{B}_k(t)\bar{B}_k(t)^T)\mathcal{E}_X^T, \]  
\[ R(t) = \sum_{k=1}^p \mathcal{E}_Y((\bar{B}_k(t)\bar{B}_k(t))^T + \bar{B}_k(t)\bar{B}_k(t)^T)\mathcal{E}_Y^T, \]  
\[ Q(t) = \sum_{k=1}^p \mathcal{E}_X((\bar{B}_k(t)\bar{B}_k(t))^T + \bar{B}_k(t)\bar{B}_k(t)^T)\mathcal{E}_X^T, \]  
\[ \frac{d\mathcal{P}(t)}{dt} = \mathcal{A}_2(t)\mathcal{P}(t) + \mathcal{P}(t)\mathcal{A}_2(t)^T + \mathcal{Q}(t), \]  
where \( \mathcal{T}_e \) is the operator extracting the first \( n \) entries of a vector, the matrices \( A(t), U(t), \) \( \mathcal{A}_1(t), \mathcal{A}_2(t), \mathcal{B}_1(t), \mathcal{B}_2(t), \mathcal{U}_1(t), \mathcal{U}_2(t) \) are defined in (7.22) and (7.34), the matrices \( \mathcal{B}_k \) are defined in (7.21), \( p_k = \text{rank}(\mathcal{B}_k) \), and eqns (8.2), (8.4), (8.11), (8.12), are endowed with the initial conditions:

\[ m_x(0) = E(X(0)), \]  
\[ \Gamma(0) = E(X(0)[2]), \]  
\[ \hat{X}(0) = E(X(0)) + \text{cov}(X(0), Y(0))\text{cov}^\dagger(Y(0), Y(0))(Y(0) - E(Y(0))), \]  
\[ \mathcal{P}(0) = \text{cov}(X(0), X(0)) - \text{cov}(X(0), Y(0))\text{cov}^\dagger(Y(0), Y(0))\text{cov}^T(X(0), Y(0)). \]

**Proof.** Eqns. (8.7)-(8.11), easily derives from an application of [12, Th. 15.3] to the representation (4.2), (4.3). In particular eq. (8.7) immediately derives from (7.23), as soon as it is noticed that \( \Phi_x(t) = st^{-1}(\Gamma(t) - m_x(t)) \), where

\[ \Gamma(t) \triangleq E(Z(t)[2]) = st \left( E(Z(t)Z(t)^T) \right). \]  

Taking the expectations of both sides of (7.22) we obtain eq. (8.2). In order to obtain an ODE for the vector function \( \Gamma(t) \), let us apply the vector Ito formula, as is given by Theorem 5.2, to the eq. (7.22), by setting

\[ X_t = Z(t), \quad \beta_t = \int_0^t (A(\tau)Z(\tau) + U(\tau))d\tau, \quad M_t = \int_0^t \sum_{k=1}^{2p} \bar{B}_k(\tau)dW_k(\tau), \]
and using Lemma 3.2 for \( h = 2 \) and \( n = \gamma \), it results (time dependencies are skipped for convenience):

\[
d\mathcal{Z}^{[2]} = U_\delta^2 (I_\gamma \otimes \mathcal{Z}) d\mathcal{Z} + \frac{1}{2} O_\gamma^2 (dM_t)^{[2]} \\
= \left( U_\delta^2 (I_\gamma \otimes \mathcal{Z}) \mathcal{A}Z + U_\delta^2 (I_\gamma \otimes \mathcal{U}) \mathcal{U} \right) dt + \frac{1}{2} O_\gamma^2 (dM_t)^{[2]} + \sum_{k=1}^{2p} U_\delta^2 (I_\gamma \otimes \mathcal{Z}) \mathcal{B}_k d\mathcal{W}_k. \tag{8.15}
\]

Now, taking into account (7.23) and the definition of the associate quadratic variation process, given by (5.11), we have:

\[
(dM_t)^{[2]} = \sum_{k=1}^{p} \mathcal{B}_k^{[2]} (dW_k)^{[2]} + \sum_{k=1}^{p} (\mathcal{B}_k m_Z + \mathcal{V}_k)^{[2]} (dW_k)^{[2]} \\
= \sum_{k=1}^{p} \mathcal{B}_k^{[2]} st (d < W_k, W_k^T > ) + \sum_{k=1}^{p} (\mathcal{B}_k m_Z + \mathcal{V}_k)^{[2]} dt \tag{8.16}
\]

where \( \Omega_p \) has the expression (8.4). Moreover, using formula (6.3) with suitable substitution of symbols, the following equalities are recognized to hold:

\[
(I_\gamma \otimes \mathcal{Z}) \mathcal{A}Z = (\mathcal{A} \otimes I_\gamma) Z^{[2]} \\
(I_\gamma \otimes \mathcal{Z}) \mathcal{U} = (\mathcal{U} \otimes I_\gamma) \mathcal{Z}. \tag{8.17}
\]

By substituting (8.17) and (8.16) in (8.15), and taking the expectation we obtain the ODE (8.6).

The so obtained estimate \( \hat{\mathcal{X}}_t \) is the optimal one among all the linear transformation of the augmented observation process \( \{\mathcal{U}_s, s \leq t\} \) and hence it is the \( \nu \)-th degree polynomial estimate of the augmented state \( X_t \). In order to obtain the analogous estimate of the state \( X_t \) of the original system (3.2), (3.3), first of all note that, because \( \hat{\mathcal{X}}_t \) is the \( L^2 \)-projection of \( \hat{\mathcal{X}}_t \) onto the closed subspace linearly spanned by \( \{\mathcal{U}_s, s \leq t\} \), we have that each entry of \( \hat{\mathcal{X}}_t \) agree with the \( L^2 \)-projection (onto the same subspace) of the corresponding entry in \( \mathcal{X}_t \). Now, by definition, \( \mathcal{X}(t) \), includes the components of the original state \( X_t \). From (7.6), (7.9), (7.10) and by the definition of the extracting operator \( E_\mathcal{X} \), it results that these components are placed in the first \( n \) entries of the vector \( \mathcal{X} \). Hence, \( \hat{\mathcal{X}}(t) \) can be obtained simply by extracting the first \( n \) components of \( \hat{\mathcal{X}}_t \), that is eq. (8.13).
9. An example of application: the scalar cubic sensor

As a simple example of application, in this section we derive the equations of the quadratic filter (that is the filter producing the polynomial state-estimate in the sense of Definition 2.1 with $\nu = 2$) for the scalar cubic sensor. As was pointed out in the introduction, for this class of systems a finite-dimensional optimal filter does not exists. Nevertheless, it is possible to use the methodology described in the previous sections in order to obtain optimal polynomial state-estimates of an arbitrarily fixed degree (of course, provided the existence of the moments of the involved processes up to a suitable order). The equation of the cubic sensor are the following:

\begin{align}
\frac{dx(t)}{dt} &= dW(t), \\
\frac{dy(t)}{dt} &= x^3(t) + dV(t),
\end{align}

where $t \in T$, all the processes $x, y, W, V$ are $\mathbb{R}$-valued, $W, V$ are independent standard Wiener processes, and $x(0)$ and $y(0)$ are standard Gaussian random variables. We will show that the quadratic filter for system (9.1), (9.2), is well defined, in that the output covariance $\mathcal{R}(t)$ appearing in the polynomial filter equations (eq. (8.9)), results to be uniformly nonsingular in $T$. Note that, this is not a consequence of Theorem 8.1. Indeed, Theorem 8.1 holds under the Assumption 3.1 which is not verified by eq. (9.2). Nevertheless, Theorem 8.1 gives only a sufficient condition for the uniform nonsingularity of $\mathcal{R}(t)$.

In order to compute the augmented system equations, let us consider the cubic sensor equations (9.1), (9.2), and compute, using the standard scalar Ito formula, the differential of the squared output process $y(t)^2$:

\begin{equation}
\frac{dy(t)^2}{dt} = 2y(t)x(t)^3 + 2y(t)dV(t) + dt.
\end{equation}

In order to compute the stochastic differential of the product $y(t)x(t)^3$, let us define the process

\[ z(t) = \left[ \begin{array}{c} x(t) \\ y(t) \end{array} \right], \]

and apply Theorem 5.2 with

\[ X_t = z(t); \quad \beta_t = A_z z(t)^3; \quad M_t = \begin{bmatrix} W(t) \\ V(t) \end{bmatrix}; \quad Z_t = F(z(t)) = y(t)x(t)^3, \]

where $A_z$ is some suitably defined matrix. It results

\begin{equation}
\frac{d(y(t)x(t)^3)}{dt} = x(t)^5 dt + 3y(t)x(t) dt + x(t)^3 dV(t) + 3x(t)^2 y(t) dV(t).
\end{equation}

In a similar way, let us calculate the differentials $dx(t)^i$, $i = 2, ..., 6$ and $d(y(t)x(t)^2), d(y(t)x(t))$. It results

\begin{align}
\frac{dx(t)^2}{dt} &= 6x(t)^5 dt + 12x(t)^4 dt, \\
\frac{dx(t)^3}{dt} &= 5x(t)^4 dt + 10x(t)^3 dt, \\
\frac{dx(t)^4}{dt} &= 4x(t)^3 dt + 6x(t)^2 dt, \\
\frac{dx(t)^5}{dt} &= 3x(t)^2 dt + 3x(t) dt, \\
\frac{dx(t)^6}{dt} &= 2x(t) dt, \\
\frac{d(y(t)x(t)^2)}{dt} &= x(t)^5 dt + y(t) dt + x(t)^2 dt + 2y(t)x(t) dt, \\
\frac{d(y(t)x(t))}{dt} &= x(t)^4 dt + y(t) dt + x(t)^2 dt + y(t) dV(t).
\end{align}
Now let us define the augmented observation process \( \{Y(t)\} \) and the augmented state process \( \{X(t)\} \) as
\[
Y(t) \overset{\Delta}{=} [y(t) \ y(t)^2]^T; \\
X(t) \overset{\Delta}{=} [y(t) \ x(t) \ x(t)^2 \ x(t)^3 \ x(t)^4 \ x(t)^5 \ y(t)x(t) \ y(t)x(t)^2 \ y(t)x(t)^3]^T;
\]
then, from (9.1)-(9.5), it follows that the processes \( \{X(t)\}, \{Y(t)\} \) can be represented as the state and output processes of the following stochastic augmented bilinear model:
\[
d\mathcal{X}(t) = \mathcal{A}\mathcal{X}(t)dt + b_1 dt + \mathcal{B}_1 \mathcal{X}(t)dW(t) + \mathcal{B}_2 \mathcal{X}(t)dV(t) + b_2 dW(t), \\
d\mathcal{Y}(t) = \mathcal{C}\mathcal{X}(t)dt + b_3 dt + \mathcal{B}_3 \mathcal{X}(t)dV(t) + b_4 dV(t),
\]
where \( b_1, b_2, b_3, b_4 \) are suitably defined constant vectors and \( \mathcal{A}, \mathcal{B}_1, \mathcal{B}_2, \mathcal{B}_3, \mathcal{C} \) are suitably defined constant matrices. Now, we can apply Theorem 4.1 in order to put the bilinear system (9.6) in the form of a linear stochastic system with WSW diffusions:
\[
d\mathcal{X}(t) = \mathcal{A}\mathcal{X}(t)dt + b_1 dt + \bar{\mathcal{B}}_1 d\bar{W}(t) + \mathcal{B}_1 E(\mathcal{X}(t))dW(t) + \bar{\mathcal{B}}_2 d\bar{V}(t) \\
\quad + \mathcal{B}_2 E(\mathcal{X}(t))dV(t) + b_2 dW(t), \\
d\mathcal{Y}(t) = \mathcal{C}\mathcal{X}(t)dt + b_3 dt + \bar{\mathcal{B}}_3 d\bar{V}(t) + \mathcal{B}_3 E(\mathcal{X}(t))dV(t) + b_4 dV(t),
\]
where, for \( i = 1, 2, 3 \):
\[
\bar{\mathcal{B}}_i = \left( \mathcal{B}_i \Psi_{\mathcal{X}}(t) \mathcal{B}_i^T \right)^{\frac{1}{2}},
\]
where \( \Psi_{\mathcal{X}}(t) \) is the covariance of \( \mathcal{X}(t) \).

In order to show the existence of the quadratic filter we have only to show that the covariance of the output noise of eq. (9.8), namely \( \xi(t) \):
\[
\xi(t) = \bar{\mathcal{B}}_3 d\bar{V}(t) + \left( \mathcal{B}_3 E(\mathcal{X}(t)) + b_4 \right)dV(t),
\]
is uniformly nonsingular over \( T \). To this purpose, first of all note that:
\[
\bar{\mathcal{B}}_3 = \begin{bmatrix} 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \end{bmatrix}; \quad b_4 = \begin{bmatrix} 1 \\ 0 \end{bmatrix};
\]
from which one has:
\[
\bar{\mathcal{B}}_3 \Psi_{\mathcal{X}}(t) \bar{\mathcal{B}}_3^T = \begin{bmatrix} 0 & 0 \\ 0 & E(y(t) - E(y(t)))^2 \end{bmatrix}, \quad \mathcal{B}_3 E(\mathcal{X}(t)) + b_4 = \begin{bmatrix} 1 \\ E(y(t)) \end{bmatrix}.
\]
Hence, the covariance of \( \xi(t) \), namely \( \Psi_{\xi}(t) \), is given by
\[
\Psi_{\xi}(t) = \begin{bmatrix} 1 & E(y(t)) \\ E(y(t)) & E(y(t)^2) \end{bmatrix},
\]
whose determinant is equal to \( E(y(t) - E(y(t)))^2 \), that is the variance of the process \( y(t) \). From the system equations (9.1), (9.2) and using (9.3)-(9.5), we can easily see that \( E(y(t)) = 0 \) and \( E(y(t)^2) \) is an increasing function of \( t \). Hence, since \( E(y(0)^2) = 1 \) by the hypothesis, we have that the variance of the process \( y(t) \) is greater than one, for all \( t \in T \). This proves the uniform nonsingularity of \( \Psi_{\xi}(t) \) in \( T \) and hence the existence of a finite-dimensional quadratic filter for scalar cubic sensor.
10. Conclusions

Eqns. (8.2)-(8.13) define a finite-dimensional filter for the cubic-sensor-like system (3.2), (3.3) which is optimal in the class of all the estimates which can be written either as a finite linear combination of Kronecker powers of the currently available measurements, or as a mean square limit of these. We have called *polynomial estimates* this kind of estimates. Even if the considered class does not includes all the polynomials, however it includes the linear estimates and, moreover, it defines a not decreasing sequence of spaces for increasing polynomial degree. This implies that the polynomial filter had to improve the estimation performance for increasing polynomial degree.

We underline that the proposed filter is finite-dimensional; indeed, this is an important feature because, for the considered class of systems, the optimal filter is *necessarily* infinite-dimensional (as shown in [3]). Of course, it is always possible to approximate the optimal filter (for instance, by applying a finite-elements method to the Zakai equation, as shown in [15]) with an arbitrary approximation degree. However, the more accurate the approximation level is chosen, the heavier the computational burden of the algorithm is. The computational effort is prohibitive even for small approximation degrees. Moreover, it has no sense, within this approach, to use a large approximation degree in order to make really implementable the filtering algorithm. Otherwise, our suboptimal approach allows to get meaningful estimates also for small polynomial degrees, which does not present difficult implementation problems.

As an auxiliary result we have obtained in §2, the equations of the optimal linear filter for a BLSS. We highlight that, this result is interesting by itself, in that it was up to now known only for the scalar case. The main tool is given by Theorem 4.1, stating the existence of a linear representation for a general vector BLSS. The optimal linear filter is then obtained by an application of a classical Kalman-Bucy scheme. Nevertheless, in the framework of this paper, the main purpose of Theorem 4.1 remains its application to the bilinear SDE (7.19), which allows us to obtain the linear representation (7.22).

Theorem 8.1 states that the output noise covariance of the augmented system is uniformly nonsingular, as it is required by the Kalman-Bucy scheme, provided that the output noise covariance of the originary system (3.2), (3.3) is nonsingular. The proof is presented in Appendix B.

We stress that, due to the well known approximation capabilities of the polynomial functions, with the aim to define better and better implementable approximation schemes of the optimal filter, the use of polynomial estimators appears to be very promising.

**APPENDIX A**

**Kronecker Algebra**

Throughout this paper, we have widely used Kronecker algebra [16]. Here, for the sake of completeness, we recall some definitions and properties on this subject.

**Definition A.1.** Let $M$ and $N$ be matrices of dimension $r \times s$ and $p \times q$ respectively. Then the Kronecker product $M \otimes N$ is defined as the $(r \cdot p) \times (s \cdot q)$ matrix

$$M \otimes N = \begin{bmatrix}
    m_{11}N & \cdots & m_{1s}N \\
    \vdots & \ddots & \vdots \\
    m_{r1}N & \cdots & m_{rs}N
\end{bmatrix},$$

where the $m_{ij}$ are the entries of $M$. 
28.

Of course this kind of product is not commutative.

**Definition A.2.** Let $M$ be the $r \times s$ matrix

$$M = \begin{bmatrix} m_1 & m_2 & \ldots & m_s \end{bmatrix}, \quad (A.1)$$

where $m_i$ denotes the $i$-th column of $M$, then the stack of $M$ is the $r \cdot s$ vector

$$st(M) = \begin{bmatrix} m_1^T & m_2^T & \ldots & m_s^T \end{bmatrix}^T. \quad (A.2)$$

Observe that a vector as in (A.2) can be reduced to a matrix $M$ as in (A.1) by considering the inverse operation of the stack denoted by $st^{-1}$. With reference to the Kronecker product and the stack operation, the following properties hold [16]:

$$(A + B) \otimes (C + D) = A \otimes C + A \otimes D + B \otimes C + B \otimes D, \quad (A.3a)$$

$$A \otimes (B \otimes C) = (A \otimes B) \otimes C, \quad (A.3b)$$

$$(A \cdot C) \otimes (B \cdot D) = (A \otimes B) \cdot (C \otimes D), \quad (A.3c)$$

$$(A \otimes B)^T = A^T \otimes B^T, \quad (A.3d)$$

$$st(A \cdot B \cdot C) = (C^T \otimes A) \cdot st(B), \quad (A.3e)$$

$$u \otimes v = st(v \cdot u^T), \quad (A.3f)$$

$$tr(A \otimes B) = tr(A) \cdot tr(B), \quad (A.3g)$$

where $A, B, C, D$ are suitably dimensioned matrices, $u, v$ are vectors and $tr(M)$ denotes the trace of a square matrix $M$. The Kronecker power of the matrix $M$ is defined as:

$$M^{[0]} = 1, \quad M^{[n]} = M \otimes M^{[n-1]} = M^{[n-1]} \otimes M, \quad n > 0.$$ 

As an easy consequence of (A.3b) and (A.3g) it follows

$$tr(A^{[h]}) = (tr(A))^h. \quad (A.3h)$$

It is easy to verify that for $u \in \mathbb{R}^r$, $v \in \mathbb{R}^s$, the $i$-th entry of $u \otimes v$ is given by

$$(u \otimes v)_i = u_l \cdot v_m; \quad l = \left\lfloor \frac{i-1}{s} \right\rfloor + 1, \quad m = |i-1|_s + 1 \quad (A.4)$$

where $\lfloor \cdot \rfloor$ and $|\cdot|_s$ denote integer part and $s$-modulo respectively. Even if the Kronecker product is not commutative, the following property holds [10], [11], [17].

**Theorem A.3.** For any given pair of matrices $A \in \mathbb{R}^{r \times s}$, $B \in \mathbb{R}^{n \times m}$, we have

$$B \otimes A = C_{r,n}^T (A \otimes B) C_{s,m}, \quad (A.5)$$

where the commutation matrix $C_{u,v}$ is the $(u \cdot v) \times (u \cdot v)$ matrix such that its $(h,l)$ entry is given by:

$$\{C_{u,v}\}_{h,l} = \begin{cases} 1, & \text{if } l = (|h-1|_v)u + \left(\left\lfloor \frac{h-1}{v} \right\rfloor + 1\right); \\ 0, & \text{otherwise.} \end{cases} \quad (A.6)$$
Observe that $C_{1,1} = 1$, hence in the vector case when $a \in \mathbb{R}^T$ and $b \in \mathbb{R}^n$, (A.5) becomes

$$b \otimes a = C^T_{r,s}(a \otimes b).$$

(A.7)

**Corollary A.4.** For any given matrices $A, B, C, D$, having dimensions $n_A \times m_A$, $n_B \times m_B$, $n_C \times m_C$, $n_D \times m_D$ respectively, denoted with $I(l)$ the identity matrix in $\mathbb{R}^l$ we have

$$A \otimes B \otimes C \otimes D = (I(n_A) \otimes C^T_{n_C,n_D,n_B}) (A \otimes C \otimes D \otimes B) (I(m_A) \otimes C_{m_C,m_D,m_B}).$$

**Proof.** See [11].

### APPENDIX B

In this Appendix, the proof of theorem 8.1 is presented. We need to state in advance some preliminary definitions and lemmas.

Let $\delta$ and $j$ two positive integers.

**Definition B.1.** Let $r, s \in \{1, 2, \ldots, \delta^j\}$. The pair $(r, s)$ is said to be $(\delta, j)$-redundant ($(\delta, j)$-R for short) if $\forall x \in \mathbb{R}^\delta$, it results $(x^{[l]})_r = (x^{[l]})_s$, where $(x^{[l]})_i$ denotes the $i$-th entry of the vector $x^{[l]}$. Otherwise, the pair $(r, s)$ is said to be $(\delta, j)$-nonredundant ($(\delta, j)$-NR for short).

**Remark B.3.** Let $x \in \mathbb{R}^\delta$. For some $s, r \in \{1, 2, \ldots, \delta^j\}$ let us consider the multiindexes: $s_1, \ldots, s_j$ and $r_1, \ldots, r_j$ in $\{1, \ldots, \delta\}$ defined by the identities:

$$(x^{[l]})_s = x_{s_1} x_{s_2} \cdots x_{s_j}, \quad (x^{[l]})_r = x_{r_1} x_{r_2} \cdots x_{r_j}. $$

Then, we immediately realize that $(r, s)$ is $(\delta, j)$-R if and only if there exists a permutation of indexes transforming $s_1, \ldots, s_j$ in $r_1, \ldots, r_j$ (and vice versa).

**Remark B.4.** It is easy to verify that the $(\delta, j)$-R condition defines an equivalence relation in the set $\{1, 2, \ldots, \delta^j\}$. We shall denote with $\rho(s; \delta, j)$ the equivalence class generated by $s \in \{1, \ldots, \delta^j\}$ via the $(\delta, j)$-R relation:

$$\rho(s; \delta, j) \triangleq \{ r \in \mathbb{N} : 1 \leq r \leq \delta^j, \ (s, r) \text{ is } (\delta, j)\text{-R} \}. \quad (B.1)$$

We shall denote with $\delta_j$ the number of equivalence classes of the $(\delta, j)$-R relation, partitioning the set $\{1, 2, \ldots, \delta^j\}$. Moreover, we introduce the sets $\rho'(s; \delta, j), \rho''(s; \delta, j) \subset \rho(s; \delta, j)$ defined as:

$$\rho'(s; \delta, j) \triangleq \left\{ i \in \rho(s; \delta, j) \mid \left\lfloor \frac{i}{\delta^{j-1}} \right\rfloor = \left\lfloor \frac{s}{\delta^{j-1}} \right\rfloor \right\}, \quad (B.2)$$

$$\rho''(s; \delta, j) \triangleq \rho(s; \delta, j) \setminus \rho'(s; \delta, j), \quad (B.3)$$

where we have used in (B.2) the notation $[\cdot]$ to indicate the integer part. The above defined sets have the following meaning. Let $x \in \mathbb{R}^\delta$ and note that:

$$x^{[l]} = \begin{bmatrix} x_1 \cdot x^{[l-1]}_1 \\ x_2 \cdot x^{[l-1]}_2 \\ \vdots \\ x_{\delta} \cdot x^{[l-1]}_{\delta} \end{bmatrix},$$

(B.4)
where every subvector $x_i x_i^{[j-1]}$ has dimension $\delta j^{-1}$. By setting $l = [s/\delta j^{-1}]$ and observing in (B.4) the structure of $x_i^{[j]}$, we realize that the set defined in (B.2) is composed with the integers $i$ such that $(i, s)$ is $(\delta, j)$-R and $(x_i^{[j]})_i \in x_i x_i^{[j-1]}$. Counterwise, the set defined in (B.3) is composed with the integers $i$ such that $(i, s)$ is $(\delta, j)$-R and $(x_i^{[j]})_i$ does not belong to $x_i x_i^{[j-1]}$. Let us denote by $n_1 | n_2$ the remainder of the integer division $n_1/n_2$. Then, again from (B.4), it is easily recognized that:

$$ (x_i^{[j]})_s = x_i (x_i^{[j-1]})_r, \quad r = s | \delta j^{-1}. \tag{B.5} $$

**Remark B.5.** Note that the number $\delta j$, agree with the number of entries of $x_i^{[j]}$, for $x \in \mathbb{R}^\delta$.

**Lemma B.6.** Let $r, s \in \{1, \ldots, \delta j^{-1}\}$ such that $(r, s)$ is $(\delta, j-1)$-R. Then, for any $l = 0, 1, \ldots, \delta - 1$, the pair $(r + l \delta j^{-1}, s + l \delta j^{-1})$ is $(\delta, j)$-R. Counterwise, if $r, s \in \{1, \ldots, \delta j\}$ are $(\delta, j)$-R and $r' = s'$ with

$$ r' = \left[ \frac{r}{\delta j^{-1}} \right], \quad s' = \left[ \frac{s}{\delta j^{-1}} \right]. $$

Then, denoting $r'' = |r|_{\delta j^{-1}}$, $s'' = |s|_{\delta j^{-1}}$, it results that $(r'', s'')$ is $(\delta, j - 1)$-R.

**Proof.** From the Definition B.1 it results:

$$ (x_i^{[j-1]})_r = (x_i^{[j-1]})_s, \quad \forall x \in \mathbb{R}^\delta. \tag{B.6} $$

From (B.4) we see that:

$$ (x_i^{[j]})_{r + l \delta j^{-1}} = x_i (x_i^{[j-1]})_r, \quad (x_i^{[j]})_{s + l \delta j^{-1}} = x_i (x_i^{[j-1]})_s, $$

and hence, from (B.6),

$$ (x_i^{[j]})_{r + l \delta j^{-1}} = (x_i^{[j]})_{s + l \delta j^{-1}}. $$

Counterwise, if $r, s \in \{1, \ldots, \delta j\}$ are $(\delta, j)$-R then, taking into account of (B.5), we have:

$$ (x_i^{[j]})_r = x_i (x_i^{[j-1]})_{s''}, \quad (x_i^{[j]})_s = x_i (x_i^{[j-1]})_{s''}, \quad \forall x \in \mathbb{R}^\delta. \tag{B.7} $$

Since, by hypothesis, $r' = s'$, eq. (B.7) implies that $(x_i^{[j-1]})_{s''} = (x_i^{[j-1]})_{s''}$. \hfill \blacksquare

Let $\mathcal{I} \subset \mathbb{N}$ and $n \in \mathbb{N}$. In the following, we will use the notation $\mathcal{I} - n$ to indicate the translated set:

$$ \mathcal{I} - n = \{ i / i \in \mathbb{N}, \exists i' \in \mathcal{I}, \text{such that } i = i' - n \}. \tag{B.8} $$

**Lemma B.7.** Suppose that

$$ \left[ \frac{s}{\delta j^{-1}} \right] = l < \delta j. \tag{B.9} $$

Then, for any $q < \delta - l$ it results

$$ \rho'(s; \delta, j) = \rho'(s + q \delta j^{-1}; \delta, j) - q \delta j^{-1}, $$

where $\rho'$ is the set defined in (B.2).

**Proof.** It suffices to show that for any $r \in \{1, \ldots, \delta j\}$ such that $[r/\delta j^{-1}] = l$ and such that $(r, s)$ is $(\delta, j)$-NR, the pair $(r + q \delta j^{-1}, s + q \delta j^{-1})$ is $(\delta, j)$-NR.

Suppose first that $(r, s)$ is $(\delta, j)$-NR. Let $x \in \mathbb{R}^\delta$ and $z = x_1 x_i^{[j]}. From the structure (B.4) of the vector $z$ and taking into account of (B.9), we see that: $z_s, z_r \in x_1 x_i^{[j-1]}$. Hence, since $(s, r)$ is
(δ, j)-NR, we have that, there exist integers \( h_1, ..., h_δ \) and \( h'_1, ..., h'_δ \), \( h_1 + ... + h_δ = h'_1 + ... + h'_δ = j - 1 \) such that it results

\[
\begin{align*}
z_s &= x_{t_1} \cdot x_{i_1}^{h_1} \cdots x_{i_\delta}^{h_\delta}, \\
z_r &= x_{t_1} \cdot x_{i_1}^{h_1} \cdots x_{i_\delta}^{h_\delta}.
\end{align*}
\]

(B.10)

Since \( z_r \neq z_s \) it follows that

\[
x_{i_1}^{h_1} \cdots x_{i_\delta}^{h_\delta} \neq x_{i_1}^{h'_1} \cdots x_{i_\delta}^{h'_\delta}.
\]

Again, looking in (B.4), we readily realize that:

\[
z_{s + q \delta i - 1} = x_{l + q} \cdot x_{i_1}^{h_1} \cdots x_{i_\delta}^{h_\delta},
\]

and

\[
z_{r + q \delta i - 1} = x_{l + q} \cdot x_{i_1}^{h'_1} \cdots x_{i_\delta}^{h'_\delta},
\]

(B.12)

and hence, taking into account of (B.11), it follows that \( z_{s + q \delta i - 1} \neq z_{r + q \delta i - 1} \), that is \( (s + q \delta i - 1, r + q \delta i - 1) \) is \((δ, j)\)-NR.

Next, suppose that \((r, s)\) is \((δ, j)\)-R. Then, \( z_s, z_r \in x_{t_1} \cdot x_{i_1}^{h_1} \cdots x_{i_\delta}^{h_\delta} \), \( z_s = z_r \) and by (B.10) it follows that \( h_i = h'_i \), \( i = 1, ..., δ \). This in turn implies, taking into account of (B.12), (B.13), that \( z_{s + q \delta i - 1} = z_{r + q \delta i - 1} \), that is \((s + q \delta i - 1, r + q \delta i - 1)\) is \((δ, j)\)-R.

**Lemma B.8.** Let \((r, s)\) be a \((δ, j)\)-R pair, such that

\[
\begin{align*}
\left[ \begin{array}{c} r \\ \delta - 1 \end{array} \right] &= l, \\
\left[ \begin{array}{c} s \\ \delta - 1 \end{array} \right] &= m, \quad l < m < δ.
\end{align*}
\]

(B.14)

Then, for any \( q < δ - l \) the pair \((r + q \delta i - 1, s + q \delta i - 1)\) is \((δ, j)\)-NR.

**Proof.** As in the proof of Lemma B.7 it is readily verified that, for some integers \( h_1, ..., h_δ \) such that \( h_1 + ... + h_δ = j - 1 \), it results:

\[
z_r = x_{l_1} \cdot x_{i_1}^{h_1} \cdots x_{i_m}^{h_m} \cdots x_{i_\delta}^{h_\delta}.
\]

(B.15)

Since \( z_s = z_r \), eq. (B.15) implies that:

\[
z_s = x_{m_1} \cdot x_{i_1}^{h_1} \cdots x_{i_{m-1}}^{h_{m-1}} \cdots x_{i_\delta}^{h_\delta}.
\]

Hence we have:

\[
\begin{align*}
z_{r + q \delta i - 1} &= x_{l + q_1} \cdot x_{i_1}^{h_1} \cdots x_{i_{m-1}}^{h_{m-1}} \cdots x_{i_\delta}^{h_\delta} = x_{l + q} \cdot x_{l_1}^{h_1} \cdots x_{i_{m-1}}^{h_{m-1}} \cdots x_{i_\delta}^{h_\delta} = x_{m + q} \cdot x_{m_1} \cdot x_{i_1}^{h_1} \cdots x_{i_{m-1}}^{h_{m-1}} \cdots x_{i_\delta}^{h_\delta}.
\end{align*}
\]

From which, since \( z_r = z_s \) and \( l \neq m \), it follows that \( z_{r + q \delta i - 1} \neq z_{s + q \delta i - 1} \).

Let us consider the output process \( Y \) of system (3.2), (3.3), and the extended state process \( X_e \), defined in (7.1). We remind that \( q \) and \( δ \) are the dimensions of the vectors \( Y \) and \( Z = [Y^T X_e^T]^T \), respectively. Note that the components of \( Z^{|l|} \) can be divided into two groups: the one including monomials composed only with components of the vector \( Y \), and the other one including the remaining monomials. We shall call the components belonging to the former group the \( Y \)-monomials.

Let us consider the extraction matrix \( E_\gamma \) defined in (7.25), and recall that the diagonal blocks \( E_j^\gamma, j = 1, ..., ν \), appearing there, are such that eq. (7.27) holds. According to the above defined notation (see Remark B.5), we shall denote by \( q_j \) the dimension of the vector \( Y_{[j]} \). Finally, let us consider the reduction matrix \( T_\delta^j \) defined in (7.5), and the matrix \( U_\delta^j \) defined in (5.5). We can prove the following Lemma.
Lemma B.9. There exists a full (row) rank matrix, namely $L^j_\delta$, having dimensions $q_j \times q^{\delta_j-1}$, such that

$$E^j_\delta T^j_\delta U^j_\delta = [L^j_\delta \ 0].$$

Proof. Using (7.27) and property (5.4) we have:

$$E^j_\delta \left( \frac{d}{dZ} \otimes Z_{[u]} \right) = \frac{d}{dZ} \otimes E^j_\delta Z_{[u]} = \frac{d}{dZ} \otimes Y_{[u]} = \left[ \frac{\partial}{\partial Y} \frac{\partial}{\partial X_c} \right] \otimes Y_{[u]} = \left[ \frac{\partial}{\partial Y} \otimes Y_{[u]} \ 0 \right].$$ \hfill (B.16)

On the other hand, by (7.5), (5.3), and using formula (5.5):

$$E^j_\delta \left( \frac{d}{dZ} \otimes Z_{[u]} \right) = E^j_\delta \left( \frac{d}{dZ} \otimes \tilde{T}^j_\delta Z^{[l]} \right) = E^j_\delta \tilde{T}^j_\delta U^j_\delta (I_q \otimes Z^{[u-1]})$$

$$= E^j_\delta \tilde{T}^j_\delta U^j_\delta \left[ I_q \otimes Z^{[u-1]} \ 0 \ 0 \ I_{\delta-q} \otimes Z^{[u-1]} \right].$$ \hfill (B.17)

Using (B.16), (B.17), and defining $L^j_\delta$ as the matrix composed by the first $q^{\delta_j-1}$ columns of $E^j_\delta \tilde{T}^j_\delta U^j_\delta$, it results:

$$\left[ \frac{\partial}{\partial Y} \otimes Y_{[u]} \ 0 \right] = \left[ L^j_\delta \ S \right] \left[ I_q \otimes Z^{[u-1]} \ 0 \ 0 \ I_{\delta q} \otimes Z^{[u-1]} \right],$$

from which it follows that $S = 0$ and

$$\frac{d}{dY} \otimes Y_{[u]} = L^j_\delta (I_q \otimes Z^{[u-1]}).$$ \hfill (B.18)

Let $V = (d/dY) \otimes Y_{[u]}$. Note that the components of the matrix $V$ are either zero or they are monomials of $j-1$-th degree. It results that $V$ has linearly independent rows (in the sense of linear independence of monomial functions). As a matter of fact, any row is different from zero and cannot exist two (nonzero) similar monomials on the same column, because $Y_{[u]}$ has not repeated entries. Hence, $L^j_\delta$, necessarily, has linearly independent rows. Indeed, suppose there exists $u \neq 0$ such that $u^T L^j_\delta = 0$, then we would have $u^T V = 0$, $\forall Y \in \mathbb{R}^q$, a contradiction. \hfill \blacksquare

Lemma B.10. Let $s \in \{1, \ldots, q^{\delta_j-1}\}$ and denote with $\lambda_i$, $i = 1, \ldots, q^{\delta_j-1}$, the $i$-th column of the matrix $L^j_\delta$. The following properties hold:

A) \ $\forall i \in \{1, \ldots, q^{\delta_j-1}\}$, $\lambda_i$ has zero entries, but possibly one, nonnegative;

B) \ the set: $\{\lambda_i/ \ i \in \rho^j(s; \delta, j)\}$, with $\rho^j(s; \delta, j)$ given by (B.2), is a set of linearly dependent vectors;

C) \ if the $s$-th component of $Z^{[u]}$ is not a $Y$-monomial then $\lambda_s = 0$.

Proof. Let us define $l$ and $r$ as

$$l \triangleq \left[ \frac{s}{\delta^{j-1}} \right], \quad r \triangleq |s|_{\delta^{j-1}}.$$

Consider again the relation (B.18):

$$\frac{d}{dY} \otimes Y_{[u]} = \left[ \frac{\partial}{\partial Y_1} Y_{[u]} \ \ldots \ \frac{\partial}{\partial Y_q} Y_{[u]} \right] = L^j_\delta (I_q \otimes Z^{[u-1]}).$$ \hfill (B.20)
From (B.20) it results

\[ \frac{\partial}{\partial Y_I} Y_{\lfloor j \rfloor} = \tilde{L}^{(t)} Z^{[j-1]}, \tag{B.21} \]

where

\[ \tilde{L}^{(t)} \triangleq [\lambda_{(l-1)\delta_1 -1+1} \lambda_{(l-1)\delta_1 -1+2} \ldots \lambda_{(l-1)\delta_l -1}]. \]

Now, from (B.21) we see that each component of \((\partial / \partial Y_I) Y_{\lfloor j \rfloor}\) is either equal to zero or it is equal (unless an integer positive coefficient) to some component of \(Z^{[j-1]}\). Let \(h\) be the position of a nonzero entry of \((\partial / \partial Y_I) Y_{\lfloor j \rfloor}\), and let \(r \in \{1, \ldots, \delta_l -1\}\) be a position for which it appears (unless a coefficient, and possibly repeated) in \(Z^{[j-1]}\). Then it results that the \(h\)-th row of \(\tilde{L}\) has, possibly, nonzero (hence positive) elements in the set \(\rho(r; \delta, j - 1)\). Indeed, this set of positions is determined by the position \((r)\) of the component to be extracted in \(Z^{[j-1]}\), endowed with all its \((\delta, j - 1)\)-R positions.

Let \(i \in \{1, \ldots, l\delta_l -1\}\) such that \(\lambda_{(l-1)\delta_1 -1+i}\) has a nonzero component, namely the \(h\)-th. Then \(\lambda_{(l-1)\delta_1 -1+i}(k) = 0\) for \(k = 1, \ldots, q_j\) and \(k \neq h\). As a matter of fact, if \(\lambda_{(l-1)\delta_1 -1+i}(k) \neq 0\), and \(k \neq h\), then some monomial, equal to the \(i\)-th, would be taken in \(Z^{[j-1]}\), and hence we would have two equal components in \((\partial / \partial Y_I) Y_{\lfloor j \rfloor}\), which is impossible because \(Y_{\lfloor j \rfloor}\) has no redundancies. This proves the part \((A)\) of the Lemma.

From the above it follows that all the columns: \(\{\lambda_{(l-1)\delta_1 -1+i}, i \in \rho(r; \delta, j - 1)\}\), have zero entries, but possibly one, placed in the same position \(h\) for any \(i \in \rho(r; \delta, j - 1)\). Hence, they constitute a set of linearly dependent vectors. The part \((B)\) of the Theorem follows as soon as it is noticed that, using Lemma B.6 and taking into account of (B.19), it results \(\{\lambda_{(l-1)\delta_1 -1+i}, i \in \rho(r; \delta, j - 1)\} = \{\lambda_i, i \in \rho(s; \delta, j)\}\).

Finally, in order to prove part \((C)\) note that, since \(l \leq q\) (and hence, by recalling the structure of \(Z\), given by (7.9)), it results \(Z_{\lfloor j \rfloor} = Y_{\lfloor j \rfloor}\) we have that the \(s\)-th component of \(Z^{[l]}\) is in the form: \(Y_{\lfloor l \rfloor} Z_{\delta_1} \ldots Z_{\delta_l}^h\), where the powers \(h_1, \ldots, h_l\) are such that \(h_1 + \ldots + h_\delta = j - 1\), and it is not a \(Y\)-monomial by the hypothesis. Hence the monomial \(Z_{\delta_1}^{h_1} \ldots Z_{\delta_l}^{h_l}\) is not a \(Y\)-monomial of \(Z^{[j-1]}\) and then it cannot belong to the left hand side of (B.21). This in turn implies, again by (B.21), that the \(r\)-th column of \(L^{[j]}\) (that is the \(s\)-th column of \(L_{\delta}^{[j]}\), because \(l, r\) are defined by (B.19)) must be zero.

Before proving Theorem 8.1, we need to give the following definition

**Definition B.11.** We define the \((\delta, j)\)-Kronecker space, namely \(K(\delta, j)\) as the following subspace of \(\mathbb{R}^{\delta_l}\):

\[ K(\delta, j) = \text{span} \left\{ z \in \mathbb{R}^{\delta_l} \mid \exists x \in \mathbb{R}^\delta \text{ such that } z = x_{\lfloor j \rfloor} \right\}. \]

**Proof of Theorem 8.1.** By exploiting the definition of \(\mathcal{D}_k\) given in (7.34), and the definition of \(\mathcal{B}_k\), given by (7.23), we can rewrite the matrix \(\mathcal{R}(t)\), defined in (8.1), as

\[ \mathcal{R}(t) = \sum_{k=1}^p \mathcal{E}_Y \mathcal{B}_k \Phi_Z(t) \mathcal{B}_k^T \mathcal{E}_Y^T + \sum_{k=1}^p \mathcal{E}_Y \left( (\mathcal{B}_k m_z(t) + \mathcal{V}_k) (\mathcal{B}_k m_z(t) + \mathcal{V}_k)^T \right) \mathcal{E}_Y^T. \tag{B.22} \]

We will prove the theorem by showing that for some \(k = 1, \ldots, p\) the matrix \(\mathcal{E}_Y \mathcal{B}_k \Phi_Z \mathcal{B}_k^T \mathcal{E}_Y^T\) is uniformly nonsingular or (which is the same because \(\Phi_Z(t)\) is uniformly nonsingular over \(T\)) that \(\mathcal{E}_Y \mathcal{B}_k\) is a full (row) rank matrix for some \(k\).
In order to verify this, first of all note that, from the Assumption 3.1, Remark 3.2, and the definition of the matrix $D_{e,k}$ given in (7.4), it results that there exists a $k$ such that \( \text{rank}(D_{e,k}) = q \). (we remind reader that $q$ is the dimension of the orignary observation $Y$). More exactly, from (7.4), we have:

\[
D_{e,k} = [I_q 0].
\]

For such a $k$, let us show that:

\[
\text{rank}(\mathcal{E}_Y B_k) = q + q_2 + \ldots + q_v,
\]

that is, it is a full (row) rank matrix (remind that $q_v$ is the dimension of $Y_{[v]}$). From the definition of $B_k$ and $\mathcal{E}_Y$, given in (7.21) and (7.26) respectively, using (7.17) and taking into account the block triangular structure of $B_k$, it results that condition (B.24) is equivalent to:

\[
\begin{align*}
\text{rank}(\mathcal{E}_Y B_k) &= q, \\
\text{rank}(\mathcal{E}_Y T^j_q U^j_q (B_k \otimes I_{\delta^{j-1}}) T^j_q) &= q_j, ~ \forall j = 2, \ldots, v.
\end{align*}
\]

Now, from (7.28) we see that $\mathcal{E}_Y^j \in \mathbb{R}^{q \times \delta^j}$, $\mathcal{E}_Y^j = [I_q 0]$. Hence, by the definition of $B_k$, given in (7.12), and taking into account of (B.23), it results $\mathcal{E}_Y^j B_k = [0 I_q 0]$, and hence condition (B.25) is verified.

It remains to prove (B.26). In order to do this, first of all note that, from the definition of $B_k$ given in (7.12), and taking into account of (B.23), we can consider the following partition of the matrix $B_k \otimes I_{\delta^{j-1}}$.

\[
B_k \otimes I_{\delta^{j-1}} = \begin{bmatrix} M_1 \\ M_2 \end{bmatrix},
\]

where $M_1$ has dimensions $q \delta^{j-1} \times \delta^j$ and has the following structure:

\[
M_1 = [0 \quad I_{q \delta^{j-1}} \quad 0],
\]

where the first null-block has dimensions $q \delta^{j-1} \times q \delta^{j-1}$. Using Lemma B.9, and (B.27), we have

\[
\mathcal{E}_Y^j T^j_q U^j_q (B_k \otimes I_{\delta^{j-1}}) T^j_q = [L^j_\delta \quad 0] \begin{bmatrix} M_1 \\ M_2 \end{bmatrix} T^j_q = L^j_\delta M_1 T^j_q.
\]

Now, note that the range of the expansion matrix $T^j_q$ is equal to the Kronecker space $K(\delta, j)$ (we remind that $T^j_q$ performs the operation $Z_{[1]}^T = T^j_q Z_{[1]}$). Then, by (B.29), we have that (B.26) is implied by the following condition: the operator $L^j_\delta M_1 : \mathbb{R}^{q \delta^j} \to \mathbb{R}^{q \delta^j}$, restricted to $K(\delta, j)$ is surjective.

For every $i_s$, $s = 1, \ldots, q_j$, let us consider the sets $\rho^j(i_s; \delta, j) \subset \rho(i_s; \delta, j)$ defined in (B.2). Let us define $\bar{\lambda}_{i_s}$ as

\[
\bar{\lambda}_{i_s} \triangleq \sum_{i \in \rho^j(i_s; \delta, j)} \lambda_i.
\]

From Lemma B.10 part A) and B), we have that the set $\{ \bar{\lambda}_{i_s}, ~ s = 1, \ldots, q_j \}$ is a set of linearly independent vectors, hence there exist real numbers $\alpha_{i_1}, \alpha_{i_2}, \ldots, \alpha_{i_{q_j}}$, such that

\[
y = \alpha_{i_1} \bar{\lambda}_{i_1} + \ldots + \alpha_{i_{q_j}} \bar{\lambda}_{i_{q_j}}.
\]
Now, let us show that the elements of the set \( \{i_s + q\delta^s, s = 1, ..., q_j\} \) are pairwise \((\delta, j)\)-NR.  
At this purpose, for any pair \((i_r, i_s), r \neq s, r, s = 1, ..., q_j\), we can distinguish the following two cases:

i)

\[
\left[ \frac{i_r}{\delta^j - 1} \right] \neq \left[ \frac{i_s}{\delta^j - 1} \right].
\]

In this case, since \(\lambda_{i_r}\) and \(\lambda_{i_s}\) are linearly independent, it follows that \((i_r, i_s)\) is \((\delta, j)\)-NR.  
Indeed, if \((i_r, i_s)\) were \((\delta, j)\)-R, then Lemma B.10 part B) would imply that \(\lambda_{i_r}\) and \(\lambda_{i_s}\) are linearly dependent vectors.  
Hence, since \((i_r, i_s)\) is \((\delta, j)\)-NR, Lemma B.7 implies that 
\((i_r + q\delta^j - 1, i_s + q\delta^j - 1)\) is \((\delta, j)\)-NR.

ii)

\[
\begin{align*}
\tilde{q}_r & \triangleq \left[ \frac{i_r}{\delta^j - 1} \right] \neq \left[ \frac{i_s}{\delta^j - 1} \right] = \tilde{q}_s. & (B.32)
\end{align*}
\]

In this case, if \((i_r, i_s)\) is \((\delta, j)\)-R then Lemma B.8 directly implies the same conclusion of i).  
Else, if \((i_r, i_s)\) is \((\delta, j)\)-NR, then we can show that 
\((i_r + q\delta^j - 1, i_s + q\delta^j - 1)\) is again \((\delta, j)\)-NR.  
For, let \(h_1, ..., h_s, h'_1, ..., h'_q\) such that \(h_1 + ... + h_s = h'_1 + ... + h'_q = j - 1\) and

\[
\begin{align*}
\left( Z^{[1]} \right)_{i_r} & = Z_{i_r} Z_{i_r}^{h_1} \cdots Z_{i_r}^{h_s}, \\
\left( Z^{[1]} \right)_{i_s} & = Z_{i_s} Z_{i_s}^{h'_1} \cdots Z_{i_s}^{h'_s}, & (B.33)
\end{align*}
\]

where \(\tilde{q}_r, \tilde{q}_s\) are given by (B.32).  
Since \(\lambda_{i_r}\) and \(\lambda_{i_s}\) are linearly independent (hence nonzero),  
Lemma B.10 part C) implies that both the monomials in (B.33) are \(Y\)-monomials.  
If \((i_r + q\delta^j - 1, i_s + q\delta^j - 1)\) were \((\delta, j)\)-R we should have 
\(Z_{i_r + q} Z_{i_r}^{h_1} \cdots Z_{i_r}^{h_s} = Z_{i_s + q} Z_{i_s}^{h'_1} \cdots Z_{i_s}^{h'_s}\),  
which is possible if and only if

\[
\begin{align*}
h_{i_r + q} & = h'_{i_r + q} - 1, & h_{i_s + q} & = h'_{i_s + q} + 1, \\
h_i & = h'_i \quad \forall i \neq i_r + q, i_s + q. & (B.34)
\end{align*}
\]

Now, \(\tilde{q}_r, \tilde{q}_s \leq q\), then we have that \(Z_{i_r + q}\) and \(Z_{i_s + q}\) are not components of the vector \(Y\),  
hence condition (B.34) can be verified if and only if both the monomials in (B.33) are not \(Y\)-monomials, a contradiction.

Since the elements of the set \(\{i_s + q\delta^j - 1, s = 1, ..., q_j\} \) are pairwise \((\delta, j)\)-NR, we have that

\[
\rho(i_s + q\delta^j - 1; \delta, j) \cap \rho(i_r + q\delta^j - 1; \delta, j) = \emptyset, \quad \forall r, s = 1, ..., q_j, \quad r \neq s. & (B.35)
\]

From (B.35) it results well defined the following vector \(z \in \mathbb{R}^{\delta^j - 1}:

\[
\begin{cases}
\alpha_{i_s}, & \text{if } l \in \rho(i_s + q\delta^j - 1; \delta, j) \\
0, & \text{otherwise.}
\end{cases}
\]

(B.36)

Noting that, by construction, \(z \in K(\delta, j)\), the Theorem is proven as soon as it is shown that 
\(y = L^j_{\delta} M_1 z\) with \(y\) given by (B.31).
For, let \( z' = M_1 z \). By the structure of the matrix \( M_1 \) (B.28), it follows that:

\[
z' = \begin{cases} 
\alpha_{i,s}, & \text{if } l \in \rho(i_s + q \delta^{-1}; \delta, j) - q \delta^{-1} \\
0, & \text{otherwise},
\end{cases}
\]

(B.37)

where the definition of translated set, given by (B.8), has been used. Observing (B.37), (B.31) and the definition of the \( \lambda_i \)'s (B.30), we see that the equality \( y = L^t y' \), and hence the Theorem, is implied by the condition

\[
\sum_{i \in \rho(i_s; \delta, j)} \lambda_i = \sum_{i \in \rho(i_s + q \delta^{-1}; \delta, j) - q \delta^{-1}} \lambda_i, \quad \forall s = 1, \ldots, q_j.
\]

(B.38)

Now, from Lemma B.7 we have \( \rho''(i_s; \delta, j) = \rho''(i_s + q \delta^{-1}; \delta, j) - q \delta^{-1} \), moreover, by (B.3)

\[
\rho(i_s + q \delta^{-1}; \delta, j) = \rho'(i_s + q \delta^{-1}; \delta, j) \cup \rho''(i_s + q \delta^{-1}; \delta, j),
\]

hence, (B.38) becomes:

\[
\sum_{i \in \rho''(i_s + q \delta^{-1}; \delta, j) - q \delta^{-1}} \lambda_i = 0, \quad \forall s = 1, \ldots, q_j,
\]

which is implied by

\[
\lambda_i = 0, \quad \forall i \in \rho''(i_s + q \delta^{-1}; \delta, j) - q \delta^{-1}.
\]

(B.39)

In order to prove (B.39), first of all note that by Lemma B.8, for any \( i \in \rho''(i_s + q \delta^{-1}; \delta, j) - q \delta^{-1} \) we must have that \((i, i_s)\) is \((\delta, j)\)-NR and such that \((i + q \delta^{-1}, i_s + q \delta^{-1})\) is \((\delta, j)\)-R. Now, let \( h_1, \ldots, h_\delta, h'_1, \ldots, h'_\delta \) such that \( h_1 + \ldots + h_\delta = h'_1 + \ldots + h'_\delta = j - 1 \) and

\[
\begin{pmatrix}
Z_{i_s}^{[l]}
\end{pmatrix}_i = Z_i Z_1^{h_1} \cdots Z_\delta^{h_\delta} \\
\begin{pmatrix}
Z_{i_s}^{[l]}
\end{pmatrix}_{i_s} = Z_{i_s} Z_1^{h_1} \cdots Z_\delta^{h_\delta},
\]

(B.40)

with \( i' = [i / \delta^{-1}], i'_s = [i_s / \delta^{-1}] \). Since \((i + q \delta^{-1}, i_s + q \delta^{-1})\) is \((\delta, j)\)-R it results

\[
Z_{i'+q} Z_1^{h_1} \cdots Z_\delta^{h_\delta} = Z_{i'_s+q} Z_1^{h'_1} \cdots Z_\delta^{h'_\delta},
\]

which in turn implies the following condition

\[
\begin{aligned}
h_{i'+q} &= h_{i'_s+q} - 1, & h_{i'+q} &= h_{i'_s+q} + 1, \\
h_i &= h'_i & \forall i \neq i' + q, i'_s + q.
\end{aligned}
\]

(B.41)

Since \( i', i'_s \leq q, Z_{i'+q} \) and \( Z_{i'_s+q} \) are not components of the vector \( Y \). Hence, condition (B.41) implies that both the monomials in (B.40) are not \( Y \)-monomials. In particular, since \( (Z_{[l]}^{[l]})_i \) is not a \( Y \)-monomial, Lemma B.10 part (C) gives \( \lambda_i = 0 \), that is (B.39).
References