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Abstract

A survey of mathematical models used to estimate kinetic parameters of cell cycle or parameters related to the proliferation of a cell population using data of flow cytometry is presented in this work. Attention is focused on the analysis of sequential DNA-BrdUrd distributions that can be obtained from experimental tumours and on the estimation of $T_S$ and $T_{pul}$ from a single biopsy. The difficulties caused by the occurrence of cell loss are discussed and some models proposed to represent the proliferative heterogeneity of tumours are briefly presented. The assessment of the growth fraction of a cell population by proliferative markers and the methods for detecting the dead cells are finally considered.
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1. Flow cytometry and in vivo cell kinetics

The first method that has been largely used to study cell proliferation in experimental and human tumours was based on $^3$H-thymidine incorporation into S-phase cells. After $^3$H-thymidine injection, DNA synthesizing cells incorporate the radioactive DNA precursor into the newly synthesized DNA and become thus labelled. The label is maintained upon cell division and is halved in daughter cells. Autoradiography of slices of the tumour sample taken some time after the injection allows to count the labelled cells and to determine the fraction of mitotic cells that are labelled. If a time sequence of samples following label injection is available, the time course of the labelling index (LI) and of the fraction of labelled mitoses (FLM) can be obtained. The FLM curve is related to the distribution of cell cycle phase transit times and thus to the distribution of the intermitotic time, and various mathematical models and computer programs have been proposed to extract the characteristics of the cell cycle from these curves [6,39,38,35]. Yet, when applied to the analysis of experimental data from tumours, these models often provided only a qualitative agreement with the behaviour of the curve after the first wave of labelled mitoses. Experimental data and curve analysis have been reported for various experimental tumours and for few in vivo human tumours. Ethical considerations prevented in fact the extensive use of radioactive thymidine administration with subsequent multiple biopsies in humans. A comprehensive account and a detailed discussion of these results can be found in Steel’s book [37].

Autoradiography has the advantage of allowing the detection of morphologically distinct cells, but it is rather laborious and permits examining a small number of cells. This technique is currently replaced by flow cytometry. Flow cytometry (FCM) makes it possible to measure the DNA content and to detect other molecular constituents of the cell or probes, such as the halogenates analogues of thymidine, that can label the S-phase cells similarly to $^3$H-thymidine. Thus, the most useful technique presently available for investigating the kinetics of cell populations is that based on the incorporation of the label bromodeoxyuridine (BrdUr). In the following sections we describe and discuss mathematical models and methods that are useful for the in vivo estimation of kinetic parameters of tumours from flow cytometric measurements, and for the detection of markers related to cell proliferation and cell death.

2. The basic model

The usual approach to the quantitative analysis of flow cytometry data obtained from cell populations in unperturbed growth is based on a simple cell population model whose essential features can be found in Steel [37]. Although the basic assumptions of this model are rather restrictive for in vivo cell populations, the equations derived from this model are largely used. Let $T_S$ and $T_{G2M}$ denote the transit times in S and G2+M phases, respectively. We assume that: (i) the cell population is in asynchronous exponential growth (AEG), (ii) there is no cell-to-cell variability of $T_S$ and $T_{G2M}$, (iii) no transition to quiescence occurs from S and G2M phases, (iv) cell loss affects all the cells of the population with a common rate constant (uniform cell loss).

We observe that the time spent by a newborn cell to enter S phase is not required to be the same for all the cells of the population. Cells are allowed to decycle to a quiescent state Q after mitosis or from G1 phase, and cells from this resting state may reenter the cycle.

Equations for this basic model can be obtained as follows. Let us denote here as $n(a,t)$ the density with respect to age of cells in S+G2M phases, $n(a,t)da$ being the number of cells with age between $a$ and $a+da$ at time $t$. Age $a$ is counted from cell entry into S phase and
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\( a \in [0, T_s + T_{G2M}] \). According to assumptions (ii), (iii) and (iv), \( n(a, t) \) satisfies the continuity equation

\[
\frac{\partial}{\partial t} n(a, t) + \frac{\partial}{\partial a} n(a, t) = -\mu n(a, t),
\]

(1)

where \( \mu \) is the rate constant of cell loss. In asynchronous exponential growth it is

\[
n(a, t) = \bar{n}e^{-\beta a e^{\alpha t}}.
\]

(2)

with \( \beta = \alpha + \mu \), \( \alpha \) being the population growth rate constant, and the mitotic rate \( g(t) \), i.e. the number of cells that undergo division in the unit time at time \( t \), is given by

\[
g(t) = n(T_s + T_{G2M}, t) = \bar{n}e^{-\beta(T_s + T_{G2M}) e^{\alpha t}}.
\]

(3)

We recall that \( \alpha = \ln 2/T_d \), where \( T_d \) is the cell population doubling time. In the case of solid tumours, \( T_d \) can be identified with the volume doubling time, which is a measurable quantity. Under uniform random cell loss (assumption iv), the balance equation for the total number of cells, \( N \), can be written as

\[
\dot{N}(t) = g(t) - \mu N(t).
\]

(4)

In exponential growth \( N(t) = \bar{N}e^{\alpha t} \) and thus, from the above equation and Eq. (3), we have

\[
\frac{\bar{n}}{\bar{N}} = \beta e^{\beta(T_s + T_{G2M})}.
\]

(5)

By defining the rate constant of cell production, \( K_p \), as

\[
K_p = g(t)/N(t),
\]

(6)

Eq. (4) gives \( \alpha = K_p - \mu \) and then

\[
\beta = K_p.
\]

(7)

According to Steel, the potential doubling time of an exponentially growing cell population is defined as

\[
T_{pot} = \ln 2/K_p
\]

(8)

and thus, under uniform random cell loss, \( \beta \) can be expressed as \( \ln 2/T_{pot} \).

To find the fraction of cells in S and G2M phases, \( f_s \) and \( f_{G2M} \), the number of cells in S and in G2M is computed by integrating \( n(a, t) \) with respect to age from 0 to \( T_s \) and from \( T_s \) to \( T_s + T_{G2M} \), respectively. Taking into account (5), we obtain

\[
f_s = e^{\beta(T_s + T_{G2M})} - e^{\beta T_{G2M}}
\]

(9)

\[
f_{G2M} = e^{\beta T_{G2M}} - 1.
\]

(10)

Obviously, the fraction of cells in G1 + Q is equal to \( 1 - f_s - f_{G2M} \). Therefore, from Eqs. (9) and (10), the ratios \( T_s/T_{pot} \) and \( T_{G2M}/T_{pot} \) can be easily expressed in terms of the fractions of cells in cycle phases:

\[
\frac{T_{G2M}}{T_{pot}} = \frac{1}{\ln 2} \ln(1 + f_{G2M})
\]

(11)

\[
\frac{T_s}{T_{pot}} = \frac{1}{\ln 2} \ln \left( \frac{1 + f_s + f_{G2M}}{1 + f_{G2M}} \right).
\]

(12)
The above equations are known as Steel’s formulas. In the absence of cell loss we would have $\beta = \alpha$ and then $T_{p_{ot}}$ would be equal to the population doubling time $T_d$. If even quiescent cells are not present in the population and all cells have the same cycle time $T_c$, $T_d$ is equal to $T_c$. These conditions, however, do not occur in the in vivo tumour growth, so the $T_{p_{ot}}$ in (11) and (12) is actually different from both $T_d$ and $T_c$.

Regarding the technique of BrdUrd labelling, equations can be provided that relate the phase transit times to the evolution of the labelled subpopulations. The time course of the fractions of labelled cells after a BrdUrd pulse can be computed from the previous model (see [9]). In the case of in vivo labelling, when the label is delivered as a bolus or a short infusion, the duration of the time interval in which cells are exposed to BrdUrd is actually unknown, although it is thought to be short, so in most analyses the pulse is assumed of infinitesimal duration. Denoting by $t$ the time elapsed after BrdUrd injection, the fraction of labelled undivided cells, $f^{tu}(t)$, can be written under the above assumptions as follows

$$f^{tu}(t) = \begin{cases} 
\frac{e^{\beta(T_S+T_{G2M}-t)} - e^{\beta(T_{G2M} - t)}}{e^{\beta(T_S+T_{G2M} - t)} - 1} & 0 \leq t \leq T_{G2M} \\
T_{G2M} \leq t \leq T_S + T_{G2M}.
\end{cases} \quad (13)$$

From $t = T_{G2M}$ to $t = T_S + T_{G2M}$ the cells that undergo division are labelled, so a subpopulation of labelled divided cells arises. The fraction of labelled divided cells, $f^{td}(t)$, can be obtained as

$$f^{td}(t) = \begin{cases} 
0 & 0 \leq t \leq T_{G2M} \\
\frac{1}{2(1 - e^{-\beta(t-T_{G2M})})} & T_{G2M} \leq t \leq T_S + T_{G2M}.
\end{cases} \quad (14)$$

Using $f^{tu}(t)$, the depletion function $DF(t) = \ln(1 + f^{tu}(t))$ [44] is obtained. The quantities $f^{tu}$ and $f^{td}$ can be combined to give the so-called $\nu$-function [17] defined as

$$\nu(t) = \ln \frac{1 + f^{tu}(t)}{1 - 0.5f^{td}(t)}. \quad (15)$$

From Eqs. (13) and (14) it follows that, for $T_{G2M} \leq t \leq T_S + T_{G2M}$, $\nu(t)$ is constant and equal to

$$\nu(t) = \beta T_S. \quad (16)$$

The progression of the labelled cells across S phase can be quantitated by considering the time course of the mean red fluorescence (propidium iodide (PI) fluorescence) of the labelled undivided cells, $F^{tu}$. Begg et al. [7] defined the relative movement (of labelled undivided cells, RM) at time $t$ as

$$RM(t) = \frac{F^{tu}(t) - F_{G1}}{F_{G2M} - F_{G1}} \quad (17)$$

where $F_{G1}$ and $F_{G2M}$ are the mean red fluorescences of G1+Q and G2M cells, respectively. An analytical expression of the relative movement has been obtained by White and Meistrich [46]. Under the hypothesis of linearity between DNA content and PI fluorescence, adding to assumptions (i)-(iv) the assumption of constant rate of DNA synthesis across S phase, it follows that:

$$RM(t) = \begin{cases} 
\frac{1 + \beta t - e^{-\beta(T_S - t)} - \beta T_S e^{-\beta T_S}}{\beta T_S (1 - e^{-\beta T_S})} & 0 \leq t \leq T_{G2M} \\
\frac{1 + \beta t - e^{-\beta(T_S - t)} - \beta T_S e^{-\beta(T_S + T_{G2M} - t)}}{\beta T_S (1 - e^{-\beta(T_S + T_{G2M} - t)})} & T_{G2M} \leq t \leq T_S.
\end{cases} \quad (18)$$
Fig. 1. Time courses of relative movement and depletion function of labelled undivided cells as predicted by the basic model.

The time course of DF and RM according to Eqs. (13) and (18) is shown in Fig. 1. Equations (13), (14) and (18) contain the kinetic parameters $T_S$, $T_{G2M}$ and $\beta$, so these parameters, in principle, can be estimated by fitting $f_{lu}$ (or DF), $f_{ld}$ and RM data obtained from a time sequence of DNA-BrdUrd distributions. This application is possible in the study of experimental tumours implanted in animals [30]. Equation (18) was generalized to the case of non-constant rate of DNA synthesis across S phase [8].

3. Estimation of $T_S$ and $T_{pot}$ from a single delayed biopsy

Information on the kinetics of a human tumour can be obtained using only a single biopsy of the tumour, taken some hours (4-8 hours) following the BrdUrd administration [29,48]. From a single DNA-BrdUrd histogram, the relative movement at the time of biopsy can be determined and an estimate of $T_S$ can be obtained. Begg et al. [7], approximating $RM(t)$ as a linearly increasing function with $RM(0) = 0.5$ (see Fig. 2), gave the following formula to estimate $T_S$ from a DNA-BrdUrd histogram measured at time $t$ after the BrdUrd injection:

$$T_S = \frac{0.5t}{RM(t) - 0.5}$$

(19)

The Begg’s formula is perhaps the most frequently used. An alternative formula, that has been derived from a different approximation of $RM(t)$ and requires an estimate of the fraction of cells in S and G2M, was given by White and Meistrich [46]. To estimate $T_S$ when the labelling–biopsy interval is shorter than $T_{G2M}$, Ritter et al. [30] proposed to utilize the expression of $RM(t)$ given in [46] for a flat age distribution in S. A comparison among these equations when applied to simulated data can be found in [30].

Other formulas for the estimation of $T_S$ were obtained by taking into consideration the fraction of labelled cells, instead of the relative movement. Durand [15] suggested to determine $T_S$ assuming that the fraction of labelled cells in S phase decreases linearly with the time after labelling (this would actually occur if the cell age distribution in S were flat). A method that is still based on the labelled fractions, but uses a double labelling with two different halogenated
analogue of thymidine, was proposed by Ritter et al. [31]. After the injection of BrdUrd, a pulse of IdUrd (iododeoxyuridine) is delivered some hours later and thereafter the biopsy is performed. Two different monoclonal antibodies are used, one specific for BrdUrd and the other that recognizes both BrdUrd and IdUrd. From the two bivariate distributions of antibody content vs. DNA content thus obtained, it is possible to estimate both the fraction of cells that had been labelled with BrdUrd, denoted here as $LI_{Br}$, and the sum of the above fraction plus the fraction of cells that had been labelled only with IdUrd, $LI_{1/Br}$. When the cell age distribution in S is flat, assuming $LI_{Br} = \frac{T_s}{T}$, it follows that

$$LI_{1/Br} = LI_{Br} + LI_{Br} \Delta t / T_s \quad \Delta t < T_s$$

(20)

where $\Delta t$ denotes the time interval between the pulses. An estimate of $T_s$ is thus obtained from (20). The double labelling method was applied for studying experimental and clinical human tumors [31].

From a single histogram, after the estimation of $T_s$, also $T_{pot}$ can be derived. Recalling that $\beta = K_p$, $T_{pot}$ can be computed from (16) as

$$T_{pot} = \ln 2 \frac{T_s}{\beta}$$

(21)

Another relationship that can be used to estimate $T_{pot}$ was first derived by Steel (see [37]). From Eqs. (6) and (3), we have

$$K_p = \frac{n(T_s + T_{G2M}, t)}{N_s(t)} f_s$$

(22)

where $N_s(t)$ is the number of cells in S phase at time $t$. Computing $N_s(t)$ from Eq. (2), it is easy to see that the following equation holds

$$T_{pot} = \frac{\lambda T_s}{f_s}$$

(23)

with $\lambda$ given by

$$\lambda = \frac{\ln 2}{\beta T_s} \left[ e^{\beta(t + T_{G2M})} - e^{\beta T_{G2M}} \right].$$

(24)
Fig. 3. Block diagram of the cell population model with reversible quiescence and nonuniform cell loss.

The quantities $\beta T_S$ and $\beta T_{G2M}$ take values from 0 to $\ln 2$ with the constraint $0 < \beta (T_S + T_{G2M}) < \ln 2$, so the theoretical range for $\lambda$ is found to be $\ln 2 < \lambda < 2 \ln 2$. When both $\beta T_S$ and $\beta T_{G2M}$ tend to zero, $\lambda$ tends to $\ln 2$. When $T_S$ has been estimated, Eq. (23) becomes an operative formula if the coefficient $\lambda$ is treated as an empirical parameter, usually set to 0.8 or 1. The fraction $f_S$, sometimes incorrectly identified with the labelling index $LI$ at the measurement time $t$, can be more accurately estimated as

$$f_S = \frac{f_{lu}(t) + 0.5f_{ld}(t)}{1 - 0.5f_{ld}(t)}.$$  \hspace{1cm} (25)

4. Growth fraction and nonuniform cell loss

In the tumour growth, a large fraction of cells appears to be nonproliferating and nonuniform cell loss is likely to occur. In particular, it is reasonable to assume that cycling and arrested cells are differentially affected by cell death. Thus, to obtain kinetic information on tumours from cytometric measurements, the use of the model of section 2 could be inadequate. A compartment of quiescent cells can be considered separately from the compartment of G1 cells, and it can be assumed that newborn viable cells may enter G1 with probability $\theta$ or decycle to the quiescent state with probability $1 - \theta$. The possibility that quiescent cells reenter the cycle with a rate constant $\gamma$ can be included. This model is depicted in Fig. 3.

The growth fraction of a cell population, $GF$, is defined as the ratio between the number of proliferating cells and the total number of viable cells. If we still assume that cell loss is uniform, under the simplifying hypothesis that all cells have the same cycle time $T_c$, a useful relationship among $GF$, $T_{pot}$, and $T_c$ can be derived from the above model. Let $n_p(a, t)$ be the cell density with respect to age of proliferating cells. Age $a$ is now counted from the start of G1 phase, so it is $a \in [0, T_c]$. In AEG we have $n_p(a, t) = \bar{n}_p e^{-\beta_{qu} a t}$ and

$$g(t) = n_p(T_c, t) = \bar{n}_p e^{-\beta_{qu} a t}.$$  \hspace{1cm} (26)
From the balance equation (4), it is
\[ \frac{n_P}{N} = \beta e^{\beta T_c}. \]  
(27)

Integrating \( n_P(a, t) \) from zero to \( T_c \) to obtain the number of proliferating cells, and taking into account (27), we can write
\[ GF = e^{\beta T_c} - 1. \]  
(28)

Recalling that in the case of uniform cell loss it is \( \beta = \ln 2 / T_{pot} \), we have the following relation [37]:
\[ T_{pot} = \frac{\ln 2 T_c}{\ln(1 + GF)}. \]  
(29)

If cell loss is not uniform, denoting by \( \mu_P \) and \( \mu_Q \) the rate constants of cell loss from the proliferative and the quiescent compartment respectively, the balance equation for the total number of cells can be written as
\[ \dot{N}(t) = g(t) - \mu_P GF(t) N(t) - \mu_Q (1 - GF(t)) N(t). \]  
(30)

From the above equation, dividing by \( N(t) \) and assuming exponential growth, we obtain
\[ K_p = \alpha + \mu_P GF + \mu_Q (1 - GF). \]  
(31)

From Eq. (30), taking into account (26) and (31), we can also write
\[ \frac{n_P}{N} = K_p e^{\beta T_c}, \]  
(32)

where now \( \beta = \alpha + \mu_P \), so for the growth fraction we have
\[ GF = \frac{K_p}{\beta} (e^{\beta T_c} - 1). \]  
(33)

Although in the case of nonuniform cell loss \( K_p \) is different from \( \beta \), as shown by Eq. (31), the relation (29) continues to hold approximately. When the argument of the exponential in (33) is small with respect to the unity, it is in fact \( GF \approx \ln 2 T_c / T_{pot} \). Thus, this approximation or Eq. (29) can be used in conditions of nonuniform cell loss to obtain an estimate of the cycle time \( T_c \), provided that \( T_{pot} \) and an independent measurement of \( GF \) are available. We note that Eqs. (23) and (24) for \( T_{pot} \) still hold even if \( \mu_Q \) is different from \( \mu_P \).

The occurrence of cell loss with different rates from the proliferating and the quiescent compartments affects both the relationships between phase fractions and relative durations of cell cycle phases and the time course of the fractions of labelled subpopulations after the BrdUrd pulse. The influence of nonuniform cell loss on the determination of the kinetic parameters of cell populations has been investigated in Bertuzzi et al. [9,10]. Here we illustrate how the Steel formulas (11) and (12) change. In exponential growth, expressing \( g(t) \) in the balance equation (30) through Eq. (3) and taking into account (31), we have
\[ \frac{n}{N} = K_p e^{\beta (T_S + T_{G2M})}. \]  
(34)

Thus, it is easy to obtain for the cell fractions in S and G2M the expressions
\[ f_S = \frac{K_p}{\beta} [e^{\beta (T_S + T_{G2M})} - e^{\beta T_{G2M}}] \]  
(35)
\[ f_{G2M} = \frac{K_p}{\beta} e^{\beta T_{G2M}} - 1, \] (36)

from which the relations corresponding to (11) and (12) can be obtained. In the particular case in which cell loss is restricted to quiescent cells (i.e., \( \mu_P = 0 \) and \( \mu_Q > 0 \)), it is \( \beta = \alpha = \ln 2/T_d \) and Eqs. (11) and (12) become:

\[
\frac{T_{G2M}}{T_d} = \frac{1}{\ln 2} \ln \left( 1 + \frac{T_{pot}}{T_d} f_{G2M} \right) 
\] (37)

\[
\frac{T_S}{T_d} = \frac{1}{\ln 2} \left[ \ln \left( 1 + \frac{T_{pot}}{T_d} (f_S + f_{G2M}) \right) - \ln \left( 1 + \frac{T_{pot}}{T_d} f_{G2M} \right) \right].
\] (38)

5. Proliferative heterogeneity

An essential aspect of cell proliferation in tumors is the heterogeneity of the population of proliferating cells, that exhibits a large variability of the cycle time and of the phase transit times. The variability of these kinetic parameters within the in vivo tumor cell population has been demonstrated since the early studies using \(^3\)H-thymidine [37]. The proliferative heterogeneity can be related to the presence of subpopulations that are different on a genetic basis as well as to the different conditions of nutrition and oxygenation of the cells within the tumor.

In cell population models, the cell-to-cell variability of phase transit times has been considered both in the framework of branching process theory [43,21] and in the framework of the age formalism (for instance, see [12]). We report here the expressions for the asymptotic probability \( P_i \) that a cell randomly chosen from the population is in a given phase \( i \) (i.e., the expected fraction of cells in phase \( i \)) in the simplified situation in which the transit times in the cell cycle phases are independent random variables, cell loss is absent, and all cells are cycling. Let \( S_i = \sum_{j=1}^{i} T_j \), where \( T_i \), \( i = 1, \ldots, 4 \), are the times spent in G1, S, G2, and M phases respectively. It can be shown (see [43]) that the probability \( P_i \) is given by

\[
P_i = 2\alpha \int_0^\infty \left[ F_{S_{i-1}} (t) - F_{S_i} (t) \right] e^{-\alpha t} dt, \quad i = 2, 3, 4
\] (39)

where \( F_{S_i} \) is the distribution function of \( S_i \) and \( \alpha \), given by

\[
2 \int_0^\infty e^{-\alpha t} dF_{S_4}(t) = 1,
\] (40)

is the rate constant of the exponential growth that the expected total population size exhibits asymptotically.

Models and simulation programs developed to study the evolution of the labelled subpopulations after pulse labelling show, as expected, that if the transit times in S and G2M phases are distributed over the population, \( R_M(t) \) does not reach the unity for \( t \) equal to the mean value of \( T_S \) and \( DF(t) \) remains larger than zero at the mean value of \( T_S + T_{G2M} \). The behaviour of \( R_M \) and \( DF \) in this condition has been investigated [46,44,4,42]. In [4], the relative movement measured in a human carcinoma transplanted in mice was more accurately fitted by assuming a large dispersion of S-phase duration, represented by a modified lognormal distribution. The occurrence of arrest of cell progression in G1, S, and G2M phases has been considered in a model
with no variability of phase durations, used for deriving expressions for \( RM(t) \) and \( DF(t) \) \cite{45}. The major effect of the non-cycling S-phase cells on the relative movement is that the unity is not attained at any time and the depletion function does not vanish. These effects closely resemble those caused by the dispersion of transit times in S and G2M phases, making thus difficult to distinguish between these phenomena on the basis of the above kinetic data.

Simulation models with independently distributed cycle phase transit times and asymmetric transit-time distributions have been developed \cite{51,41,5}. Baisch \textit{et al.} \cite{5} used the model to fit the fractions of cells in G1, S, and G2M of both labelled and unlabelled subpopulations after single or multiple labelling of an experimental tumour. The model included the possible transition to quiescence of cells from all cycle phases. The estimates obtained for the distribution of phase transit times showed a large dispersion, with a marked asymmetry towards the large values.

The aforementioned models, in the framework of age formalism, can be formulated as follows. Let \( n_i^I(a_i, t) \) be the density of labelled cells in phase \( i \) with respect to the age \( a_i \) in that phase, \( i \) being equal to 1, 2, and 3 for G1, S, and G2M phases, respectively. Assuming that cells can arrest their progression across the cycle and so decycle to a quiescent state with rate constant \( \psi_i \), and that only quiescent cells can be lost (as in \cite{5}), we can write for the proliferating cells the following equations:

\[
\frac{\partial}{\partial t} n_i^I(a_i, t) + \frac{\partial}{\partial a_i} n_i^I(a_i, t) = -[\beta_i(a_i) + \psi_i] n_i^I(a_i, t), \quad i = 1, 2, 3, \tag{41}
\]

\[
n_1^I(0, t) = 2 \int_0^\infty \beta_3(a)n_3^I(a, t) da \tag{42}
\]

\[
n_i^I(0, t) = \int_0^\infty \beta_{i-1}(a)n_{i-1}^I(a, t) da, \quad i = 2, 3, \tag{43}
\]

where \( \beta_i \) is the age-dependent transition rate from phase \( i \) to phase \( i+1 \), \( \beta_3 \) being the mitotic rate. For the cells in the quiescent state we have:

\[
\frac{d}{dt} Q_i^I(t) = \psi_i \int_0^\infty n_i^I(a, t) da - \mu_Q Q_i^I(t), \quad i = 1, 2, 3, \tag{44}
\]

where \( Q_i^I(t) \) is the number of labelled resting cells in phase \( i \) at time \( t \) and \( \mu_Q \) the rate constant of cell loss. The transition rate \( \beta_i(a_i) \) is related to the probability density function of the transit time in phase \( i \) in the absence of decycling, \( p_i^0(a_i) \), by the equation

\[
\beta_i(a_i) = \frac{p_i^0(a_i)}{1 - \int_0^\infty p_i^0(s) ds}. \tag{45}
\]

In the case of pulse labelling at \( t = 0 \), the time course of the labelled subpopulations can be obtained from the previous equations with initial conditions:

\[
n_1^I(a_1, 0) = 0, \quad n_2^I(a_2, 0) = n_2(a_2, 0), \quad n_3^I(a_3, 0) = 0, \tag{46}
\]

\[
Q_i^I(0) = 0, \quad i = 1, 2, 3, \tag{47}
\]

where \( n_2(a_2, 0) \) is the initial age density of cells in S phase. If the cell population is labelled in the condition of asynchronous exponential growth, the time course of the fractions of labelled
(and unlabelled) cells in the different phases can be computed after the AEG solution for the total population has been determined.

A different approach for representing the proliferative heterogeneity of tumour cell populations was proposed by Shackney [34] and recently reconsidered [36]. The cell population is assumed to be composed by \(m\) subpopulations characterized by different intrinsic cell cycle transit times \(T_{gi}, T_{gi} < T_{gi+1}\). At division, each cell of a subpopulation \(j\) generates cells initially belonging to the same subpopulation. As the cells of class \(j\) progress through the cycle, they can undergo a transition to the adjacent class \(j+1\). This transition, denoted as growth retardation, allows the balanced exponential growth of the population to be maintained even in the presence of subpopulations with different and strictly inherited cycle times. From the biological viewpoint, the growth retardation in tumours can reflect the migration of cells from regions close to the vascular supply, that are characterized by fast proliferation, to regions with worse conditions of the microenvironment, characterized by slow proliferation and/or arrest of progression with subsequent cell death. We note that this model produces a certain degree of correlation among the durations of cell cycle phases, because a cell that has completed a phase in a long time enters the successive phase in a long cycle. This population model, complemented with a description of labelled thymidine incorporation after pulse or continuous labelling, was implemented as a computer simulation program and used for the analysis of FLM curves [35]. The model, after suitable modifications, could also be of interest for the analysis of time sequences of DNA-BrdUrd histograms from experimental tumours.

6. Measurement of growth fraction and detection of dead cells

The possibility of identifying the proliferating and the quiescent cells in a population is of primary interest, because the cells in a quiescent state have proved to be more resistant to anticancer therapies than proliferating cells. Thus, the assessment of the fraction of quiescent cells that retain the ability to re-enter the proliferative cycle may help planning the therapeutic regimens. Proliferating cells have recently been characterized by the presence of molecular markers, so these cells may be recognized by means of monoclonal antibodies and multiparameter flow cytometry or fluorescence microscopy of histological specimens (see the reviews by Danova et al. [13] and Yu et al. [52]).

Two nuclear antigens, PCNA and Ki-67, that are expressed in the proliferating cells and are absent or negligible in quiescent cells, and are thus believed to potentially provide an estimate of the growth fraction of a cell population, can be easily detected and quantitated. PCNA (Proliferating Cell Nuclear Antigen) is a protein involved in the process of DNA replication, that begins to be expressed in late G1, increases during S phase, and decreases at the transition from S to G2 and during G2M phase. Two forms of PCNA have been found: a bound (insoluble) form, detected as a “granular” staining from late G1 to G2M, and a second form which is detected as a diffuse staining throughout the whole cell cycle and is degraded with a long half-life of about 20 h. Because of this long half-life, PCNA is still present in quiescent cells, although at a low level. According to the experimental preparation method and to the anti-PCNA antibody used, the fraction of PCNA-positive cells may thus be related either to the S-phase fraction (similarly to the BrdUrd-positive fraction after pulse labelling) or to the fraction of proliferating cells in the population. See, however, the note of caution in [17] concerning the use of total PCNA immunostaining for the estimation of the growth fraction.

Particular attention is presently given to Ki-67, a nuclear antigen that appears to be involved in the process of condensation of chromosomes. The content and distribution of Ki-67 within
the cell nucleus changes during the cycle and its immunopositivity decreases rapidly near the end of mitosis. Because the expression of Ki-67 appears to be an essential requirement for cell proliferation [16], and since Ki-67 is absent in G0 due to its short half-life, this antigen is considered to be a good marker of proliferating cells. The so-called Ki-67 labelling index (or MIB-1 LI according to the anti-Ki-67 antibody used) is measured in human tumour samples also with the aim of assessing its prognostic value (see, for instance, [22] for breast cancer), and has been correlated to the measured T_{pot} in patients with head and neck cancer [50]. Other studies have shown the usefulness of the bivariate flow cytometry of PCNA vs. Ki-67 for recognizing the quiescent cells as Ki-67 (and PCNA) negative cells [25].

In contrast with the above described methods, in which the compartment of quiescent cells is recognized by the lack of certain proliferation-associated antigens, the expression of the nuclear protein statin appears to be a feature of quiescent cells both in culture and in the normal and tumour cells in vivo. It has been shown, indeed, that the fraction of statin-positive cells is inversely correlated with PCNA, Ki-67, and BrdUrd labelling indices [27] and that low fractions of statin-positive cells characterize highly malignant human tumours (see, for instance, [40] and [26]). When both Ki-67 and statin are detected, the Ki-67 negative fraction is generally larger than the fraction of cells expressing statin [27]. Thus, statin seems to mark the cells in a quiescence status deeper than that of simply arrested cells.

Other molecules that characterize the proliferative status of the cell are the cyclins, that are important components of the biochemical machinery which regulates the progression of cells through the cycle. For instance, cyclin E is a G1-cyclin with maximal expression at the G1/S boundary, and cyclin B1 is a G2-cyclin that controls the entry of cells into mitosis and is abruptly degraded at the end of this phase. Using monoclonal antibodies against the cyclins, it is possible to measure by bivariate DNA-cyclin flow cytometry the cyclin expression along the cell cycle [18,23]. An important point is also that the timing of cyclin expression may be markedly altered in tumour cell lines [18]: thus, the measurement of the expression of cyclins in the various cell cycle phases may provide new parameters of clinical interest.

A main factor that affects the growth of a tumour is the rate of cell loss. Cell loss from tumours mainly occurs because of physical detachment of cells from the tumour, due to exfoliation and metastasis, and because of cell death. Two distinct modalities of cell death, necrosis and apoptosis, are observed. Necrosis is a nonspecific mode of cell death caused by high concentration of toxic agents and hypoxia. Necrotic cells do not show immediate loss of DNA integrity, whereas the membrane integrity is rapidly lost. Apoptosis is a completely different phenomenon that is determined by "programmed" biochemical events, during which the cell membrane is preserved, DNA is cleaved into mono or oligonucleosome fragments and, successively, the cell separates into small apoptotic bodies.

Necrotic cells can be detected by flow cytometry because they have different scatter properties from viable cells. During the initial cell swelling, both forward and side scatter increase. In a later stage of necrosis, when there is loss of cell constituents because cell membrane is no longer intact, the scatter has a lower intensity. These differences, however, may be not sufficient to accurately discriminate dead cells from viable cells. Several dyes can be used to identify dead cells, since they are excluded from the viable cells as a result of high molecular weight or of the hydrophobic character of the molecule. Propidium iodide is excluded from entering the cell by an intact plasma membrane, but it can enter dead cells and bind to cell DNA. Because PI fluoresces only when it is bound to DNA, if the cells are incubated with PI only the nonviable cells will emit fluorescence. Propidium iodide has been largely used to exclude the dead cells in preparations examined for surface marker staining.
The discrimination among viable, necrotic, early apoptotic, and late apoptotic cells can be achieved by using the dyes Hoechst 33342 and PI and bivariate flow cytometry [28]. A more recent method for detecting apoptotic cells is based on an early event that occurs in cells undergoing apoptosis: the plasma membrane phospholipid phosphatidylserine is translocated from the internal to the external side of the membrane. If cells are incubated with the protein Annexin V (that has high affinity for phosphatidylserine) labelled with FITC, the apoptotic cells are detected as Annexin V–FITC positive cells. Thus, the bivariate flow cytometry PI vs. Annexin V shows the cells undergoing apoptosis as PI negative and Annexin V positive, whereas the late apoptotic cells are positive with respect to both fluorences. The fraction of apoptotic cells in the subpopulation of CD34 positive cells of peripheral blood has been determined by Annexin V binding and bivariate FCM [1]. A different method for identifying the apoptotic cells exploits the fact that, because of DNA fragmentation, exposed 3'-hydroxyl DNA ends are abundant in apoptotic cells and these cells are thus able to bind to the exposed ends, in the presence of a suitable enzyme, large amounts of dUTP (deoxyuridine-triphosphate) conjugated with FITC. The apoptotic cells are so detected as those with higher FITC fluorescence. Measurements on samples from leukemic patients and on biopsies of solid tumours have been reported [19,20]. Methods based on flow cytometry for the investigation of apoptosis have been reviewed by Darzynkiewicz et al. [14]. Figure 4 gives a summary of molecular markers and probes used to identify different subpopulations in a cell sample.

Fig. 3. Expression of markers of the proliferative or quiescent status and probes used to detect dead cells.
7. Comments

As a general comment to the previously discussed methods for the in vivo estimation of tumour kinetic parameters by flow cytometry, we note that difficulties in quantitative analysis can arise from the poor quality of FCM histograms, from cell heterogeneity of the biopic sample, and from the presence of measurable dead cells.

As a consequence of the procedures used for obtaining a cell suspension from a solid tumour sample, the debris formed by fragmented cells or nuclei, and aggregates of cells and fragments, are present in large amount. The debris is well visible on the left of the G1 peak of DNA distribution, whereas the cell aggregates produce events that become visible on the right of G2M peak. The simplest way for taking into account cell debris in histogram analysis is to represent it by an empirical (exponential or power) function and to fit this function to the leftmost part of the histogram. The empirical distribution of debris is then subtracted from the measured histogram. A more sophisticated approach takes into account that the distribution of DNA content of debris is originated from the (unknown) distribution of DNA content in the cell population. The DNA distribution of debris thus also depends from the DNA distribution parameters of the cell population as well as from parameters related to the fragmentation process. A general expression of the fluorescence distribution of both cells and debris can then be obtained [32,2,11] and used for estimating all the parameters involved. Similarly, aggregates can be described using the probabilities of aggregate formation [3].

Because tumour cells are mixed with normal cells in the biopic sample, when the tumour is aneuploid (that is, the DNA content of G1 tumour cells is different from the DNA content of G1/G0 normal cells) the fluorescence histogram of the sample shows multiple peaks. The DNA distribution analysis, in this case, should reconstruct the phase fractions of both tumour and normal cell populations and provide the DNA index (ratio of aneuploid to normal diploid DNA content). An algorithm for DNA distribution analysis of heterogeneous populations has been proposed [24]. From the DNA-BrdUrd distribution, it can be hard to determine the fractions of labelled tumour cells; in diploid tumours, in particular, the complete overlap of the tumour DNA distribution with the distribution of normal cells makes the analysis impossible if a specific marker of tumour cells is not available. For carcinoma cells, cytokeratin is a promising marker [33]. Other difficulties derive from the heterogeneity of proliferative characteristics in different regions of the tumour, as shown by the possible large variability of potential doubling time and other parameters [49].

In the DNA-BrdUrd flow cytometry of a tumour sample, the population of measurable cells is larger than the viable tumour cell population because of the presence of normal cells and of tumour cells in early stages of necrosis. When apoptosis occurs, DNA is cleaved and DNA fragments are lost by the apoptotic cells, even in early-stage apoptosis, after the membrane permeabilization required for DNA staining. Thus, these poorly stained cells can be discriminated from viable cells [14]. On the contrary, DNA integrity is not immediately impaired in necrosis and the nuclei of early necrotic cells may also retain their integrity after the extraction procedure needed for flow cytometry of the suspension of nuclei, so these cells or nuclei cannot be distinguished from viable cells arrested in cycle progression. The influence of measurable dead cells on the fractions of labelled cells and on the estimation of $T_{pot}$ has been investigated [9], and it has been found that this phenomenon can significantly affect $T_{pot}$ estimation.

The above observations suggest therefore that a meaningful estimation of the kinetic parameters of a tumour requires carefully designed experimental planning, with multiple sampling of the tumour, the possible detection of suitable markers for tumour cells and for cell viability, and
the use of specifically designed software for histogram analysis.
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