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Abstract

We propose a method for the specification and the automated verification of temporal properties of infinite state reactive systems. Our method makes use of constraint logic programs (CLP) with locally stratified negation and program specialization. We specify the temporal properties of a reactive system by means of a CLP program whose perfect model consists of all atoms \( sat(s, \varphi) \) such that state \( s \) satisfies property \( \varphi \). We verify a temporal property of a system by using a method based on the specialization of the corresponding CLP program w.r.t. the initial states of the system and the given property. Our specialization method makes use of: (i) a set of specialization rules which preserve the perfect model of CLP programs, and (ii) an automatic strategy which guides the application of the rules for making a proof of the property of interest. Our strategy always terminates and it is sound for the verification of properties which are expressible in the CTL branching time logic. Due to the undecidability of CTL for infinite state systems, our strategy is incomplete. However, by using a prototype implementation, we show that it is successful for the verification of several infinite state systems.
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1. Introduction

Model checking is a highly successful technique for the automatic verification of properties of finite state reactive systems [9]. In essence, it consists in: (i) modeling the reactive system as a binary transition relation formalized as a Kripke structure over a finite set of states, (ii) expressing the property to be verified as a propositional temporal formula \( \varphi \), and (iii) checking the satisfaction relation \( \mathcal{K}, s \models \varphi \), where \( s \) is an initial state of the system, that is, checking that the formula \( \varphi \) holds in the state \( s \) of the structure \( \mathcal{K} \).

The relation \( \mathcal{K}, s \models \varphi \) is decidable for various classes of formulas and, in particular, there are very efficient algorithms for the case of formulas of the Computation Tree Logic (CTL, for short). CTL is a very expressive branching time temporal logic, where one may describe, among others, the so-called safety and liveness properties of reactive systems.

One of the most challenging problems in the area of verification of reactive systems, is how to extend model checking to infinite state reactive systems (see, for instance, [29]). In this case, a reactive system is modeled by an Kripke structure whose transition relation is over an infinite set of states. Several difficulties arise when considering model checking of infinite state systems and, in particular, in that case for most classes of formulas the satisfaction relation \( \mathcal{K}, s \models \varphi \) is undecidable, and not even semidecidable.

In recent work three main approaches have been followed for dealing with this undecidability limitation.

The first approach consists in considering decidable subclasses of systems and formulas (see, for instance, [1, 13, 30]). By following this approach one may provide fully automatic techniques, which however, are not applicable outside the restricted classes of systems and properties considered.

The second approach consists in enhancing finite state model checking with more general deductive techniques (see, for instance, [31, 39, 40]). This approach provides a great generality, but it needs some degree of human guidance, and this guidance may be difficult to provide when dealing with large systems.

The third approach consists in designing methods based on abstractions, that is, mappings for reducing an infinite state system (or a large finite state system) to a finite state one such that the properties of interest are preserved (see, for instance, [8, 10]). The choice of the suitable abstraction is crucial for the success of this kind of techniques. Once the abstraction is given, these techniques are fully automatic.

We propose a verification method which combines the generality of the approaches based on deduction with the mechanizability of the approaches based on abstractions. Our method is automatic, but incomplete, and its novelty resides in the idea of using: (1) constraint logic programs [20] (CLP, for short) for specifying reactive systems and their properties, and (2) program specialization [17, 19, 22, 24] as an inference mechanism for checking the properties of interest.

In our method, the transition relation which models the system of interest is specified by a finite collection of constraints over the infinite set of states. For any state \( s \) and CTL formula \( \varphi \), the satisfaction relation \( \mathcal{K}, s \models \varphi \) is encoded as a CLP program \( P_\mathcal{K} \) which defines a binary predicate \( sat(s, \varphi) \). For encoding negated CTL formulas, the program \( P_\mathcal{K} \) uses locally stratified negation. The semantics of \( P_\mathcal{K} \) is given by the perfect model \( M(P_\mathcal{K}) \), which is equal to the unique stable model and the two-valued, well-founded model [4]. Thus, we may check that \( \mathcal{K}, s = \varphi \) holds by checking that \( sat(s, \varphi) \) belongs to \( M(P_\mathcal{K}) \).

In order to check whether or not \( sat(s, \varphi) \) belongs to \( M(P_\mathcal{K}) \) for all initial states \( s \), we propose a
method based on the specialization of CLP programs. Program specialization is a transformation technique whose objective is the adaptation of a program to the context of use. In the case of CLP, program specialization can be defined as follows. We are given a program \( P \) and a goal of the form \( c(X), p(X) \), where \( c(X) \) is a constraint and \( p(X) \) is an atom defined by \( P \). We introduce the clause \( \delta: p_{\text{spec}}(X) \leftarrow c(X), p(X) \), where \( p_{\text{spec}} \) is a new predicate, and we want to derive a new program \( P_{\text{spec}} \) such that, for all ground terms \( d \), if the constraint \( c(d) \) holds then

\[
p_{\text{spec}}(d) \in M(P \cup \{ \delta \}) \quad \text{iff} \quad p_{\text{spec}}(d) \in M(P_{\text{spec}}) \tag{\text{	extup{1}}} \]

We also want that checking whether or not \( p_{\text{spec}}(d) \in M(P_{\text{spec}}) \) be more efficient than checking whether or not \( p_{\text{spec}}(d) \in M(P \cup \{ \delta \}) \).

Our verification method uses program specialization as follows. We consider the program \( P_K \) and we introduce the clause \( \delta_n: \text{sat}_{\text{spec}}(X) \leftarrow \text{init}(X), \text{sat}(X, \varphi) \), where \( \text{sat}_{\text{spec}} \) is a new predicate and \( \text{init}(X) \) is a constraint which characterizes the initial states of the system, that is, \( \text{init}(s) \) holds if and only if \( s \) is an initial state. By program specialization, from \( P_K \cup \{ \delta_n \} \) we want to derive a new program \( P_{K,\text{spec}} \) which contains the clause \( \sigma: \text{sat}_{\text{spec}}(X) \leftarrow \). Indeed, by the equivalence (\textbf{1}), if \( \sigma \in P_{K,\text{spec}} \), then, for all initial states \( s \), we have that \( \text{sat}(s, \varphi) \in M(P_K) \) (see Section 6).

The specialization technique that we use for program verification follows an approach based on transformation rules and strategies [7]. The transformation rules, which we will present below, are variants of the familiar unfolding, folding, clause deletion, and constraint replacement rules, and we show that they preserve the perfect model semantics, and thus, they ensure that the equivalence (\textbf{1}) holds. We will also present a transformation strategy which guides the application of the transformation rules with the aim of deriving the clause \( \text{sat}_{\text{spec}}(X) \leftarrow \). Our strategy is fully automatic and it always terminates. However, due to the above mentioned undecidability limitation, our strategy is incomplete, in the sense that it may be the case that \( \text{sat}(s, \varphi) \in M(P_K) \) for all initial states \( s \), and yet, our strategy terminates with a program \( P_{K,\text{spec}} \) which does not contain the clause \( \text{sat}_{\text{spec}}(X) \leftarrow \).

In order to ensure termination, our strategy uses a generalization technique which plays a role similar to that of abstraction in other verification methods such as [8, 10]. However, since generalization is applied during, and not before, the verification process, generalization may be more flexible than abstraction.

The contributions of this paper are the following ones. (i) We have shown that the CTL properties of concurrent systems as defined in [38], can be expressed by using perfect models of locally stratified CLP programs. (ii) We have defined variants of the usual transformation rules, such as, unfolding, folding, clause deletion, and constraint replacement. These variants are suitable for performing the specialization of locally stratified CLP programs, and we have shown that these rules preserve the perfect model semantics. (iii) We have proposed an automatic strategy for program specialization and, in particular, a technique for generalization which makes program specialization always terminating. (iv) Finally, we have demonstrated that our technique is powerful enough to automatically verify several infinite state systems considered in the literature.

The structure of our paper is as follows. In Section 2 we present an introductory example to illustrate the basic ideas of our verification method. In Section 3 we recall some preliminary notions concerning locally stratified constraint logic programs and the CTL temporal logic. In Section 4 we consider a class of reactive systems and we show how CTL properties of systems in that class can be encoded by using locally stratified CLP programs. In Section 5 we present the transformation rules which we use for program specialization and we prove their correctness.
w.r.t. the perfect model semantics. In Section 6 we describe our strategy for program specialization, and we describe the technique for performing generalizations and ensuring the termination of the strategy. In Section 7 we report on some experiments of automatic protocol verification we have done by using a prototype implementation of our method on the MAP transformation system [15]. In particular, we have proved safety and liveness properties of the Bakery protocol and the Ticket protocol for mutual exclusion. We have also proved a safety property of the Bounded Buffer protocol for ensuring no loss of messages. Finally, in Section 8 we compare our work with other verification techniques proposed in the literature. Among them we have given special attention to those techniques which use logic programming, constraints, tabled resolution, program analysis, and program transformation [11, 18, 26, 34, 35].

2. A Preliminary Example

In this section we illustrate by means of a simple example the basic ideas of our verification method. Let us consider a system $Count$ consisting of an integer counter $X$ which is initialized to 1 and is incremented by 1 at each time unit. The state of the system is the value of the counter $X$. We want to prove that starting from the initial state it is impossible to reach a state where the value of the counter is 0.

Our verification method starts off by: (i) expressing the property of interest as a CTL formula $\varphi$, and (ii) providing a CLP program $P_{Count}$ for the binary predicate $sat$ such that $\varphi$ holds in state $X$ iff $sat(X, \varphi)$ belongs to the perfect model of $P_{Count}$. This can be done by using the algorithm we will give in Section 4. By doing so, we get for the system $Count$: (i) the CTL formula $\neg EF \ null$, where $null$ is a property which holds in a state $X$ iff $X = 0$, and (ii) the following CLP program $P_{Count}$:

1. $sat(X, null) \leftarrow X=0$
2. $sat(X, \neg \varphi) \leftarrow \neg sat(X, \varphi)$
3. $sat(X, EF \ \varphi) \leftarrow sat(X, \varphi)$
4. $sat(X, EF \ \varphi) \leftarrow Y=X+1, sat(Y, EF \ \varphi)$

As indicated in Section 3.3, $\neg EF \ null$ expresses the fact that it is impossible to reach a state where $null$ holds, and this property can be shown to hold in the initial state where $X=1$, by proving that $sat(1, \neg EF \ null) \in M(P_{Count})$.

Before making that proof, let us notice that by using SLDNF-resolution, the program $P_{Count}$ does not terminate for the goal $sat(1, \neg EF \ null)$, because clause 4 allows us to get an infinitely failed SLDNF-tree containing the following infinite sequence of atoms:

$sat(1, EF \ null), sat(2, EF \ null), sat(3, EF \ null), \ldots$

Also by using tabled resolution [36], program $P_{Count}$ fails to terminate because in the above sequence no atom is an instance of a preceding one.

Now we present the proof that $sat(1, \neg EF \ null) \in M(P_{Count})$ by using our verification method based on program specialization. We make use of the transformation rules which we will introduce in Section 5. These transformation rules are applied in an automatic way following the specialization strategy described in Section 6. This strategy starts off by introducing the definition (see rule R1):

5. $sat_{spec}(X) \leftarrow X=1, sat(X, \neg EF \ null)$

Then we unfold clause 5 (see rule R2p) and we get:

6. $sat_{spec}(X) \leftarrow X=1, \neg sat(X, EF \ null)$
Now we introduce the following new definition:

7. \( \text{newsat1}(X) \leftarrow X = 1, \text{sat}(X, EF \text{ null}) \)

and we fold clause 6 (see rule R3n) thereby deriving the clause:

8. \( \text{sat}_{\text{spec}}(X) \leftarrow X = 1, \neg \text{newsat1}(X) \)

The specialization process continues by considering the new definition clause 7 and performing a sequence of transformation steps similar to the one performed starting from clause 5. By unfolding clause 7 we get:

9. \( \text{newsat1}(X) \leftarrow X = 1, X = 0 \)

10. \( \text{newsat1}(X) \leftarrow X = 1, Y = X + 1, \text{sat}(Y, EF \text{ null}) \)

Clause 9 is deleted because its body contains an unsatisfiable constraint (see rule R4f). In order to fold clause 10 we generalize the constraint \( X = 1 \), \( Y = X + 1 \) to the constraint \( Y > 1 \) and we introduce the following new definition:

11. \( \text{newsat2}(X) \leftarrow X > 1, \text{sat}(X, EF \text{ null}) \)

whose body is obtained from the body of clause 10 by replacing \( X = 1 \), \( Y = X + 1 \) by \( Y > 1 \) and applying a variable renaming. We fold clause 10 using clause 11 (see rule R3p) and we get:

12. \( \text{newsat1}(X) \leftarrow X = 1, Y = X + 1, \text{newsat2}(Y) \)

Now we consider the new definition clause 11 and, similarly to the two derivations which start from clauses 5 and 7, respectively, we perform unfolding, clause deletion, and folding steps as follows. We first unfold clause 11 and then apply the clause deletion rule, thereby deriving the following clause:

13. \( \text{newsat2}(X) \leftarrow X > 1, Y = X + 1, \text{sat}(Y, EF \text{ null}) \)

No new definition is needed for folding clause 13. Indeed clause 13 can be folded by using clause 11 thereby deriving:

14. \( \text{newsat2}(X) \leftarrow X > 1, Y = X + 1, \text{newsat2}(Y) \)

This folding step concludes the first phase of our specialization strategy (see Phase A of the strategy described in Section 6). At the end of this phase we have derived the following program:

8. \( \text{sat}_{\text{spec}}(X) \leftarrow X = 1, \neg \text{newsat1}(X) \)

12. \( \text{newsat1}(X) \leftarrow X = 1, Y = X + 1, \text{newsat2}(Y) \)

14. \( \text{newsat2}(X) \leftarrow X > 1, Y = X + 1, \text{newsat2}(Y) \)

Now, since the bodies of the clauses which define the predicates \( \text{newsat1} \) and \( \text{newsat2} \), that is, clauses 12 and 14, have calls of \( \text{newsat2} \), we deduce that for all integers \( n \), all atoms of the form \( \text{newsat1}(n) \) or \( \text{newsat2}(n) \) are false in the perfect model of the program. Thus, we delete clauses 12 and 14 (by using rule R4u), and the literal \( \neg \text{newsat1}(X) \) (by using rule R2n) in the body of clause 8 and we derive a specialized program \( P_{\text{spec}} \) consisting of the following clause only:

15. \( \text{sat}_{\text{spec}}(X) \leftarrow X = 1 \)

Since we want to verify that \( \neg EF \text{ null} \) holds in the initial state, where the constraint \( X = 1 \) is true, we may replace clause 15 (by using rule R5) by the following clause:

16. \( \text{sat}_{\text{spec}}(X) \leftarrow \)

Since clause 16 belongs to \( P_{\text{spec}} \), we have that \( \text{sat}_{\text{spec}}(1) \in M(P_{\text{spec}}) \) and thus, by the correctness of program specialization (see Property (†) in Section 1), we also have that \( \text{sat}_{\text{spec}}(1) \in M(P_{\text{Count}} \cup \{ \text{clause 5} \}) \). Since \( M(P_{\text{Count}} \cup \{ \text{clause 5} \}) \) is a model of the completion of \( P_{\text{Count}} \cup \}
\{\text{clause 5}\} \ [4] \text{ and } sat_{\text{spec}} \text{ is defined by clause 5 only, we get that } sat(1, \neg EF \ \text{null}) \in M(P_{\text{Count}}) \text{ and this concludes our proof.}

Before ending this section we want to briefly discuss the following points related to the proof we have done.

(1) The generation of a recurrent goal (in our case, the goal } X > 1, sat(X, EF \ \text{null}) \text{ which occurs both in clause 11 and clause 13) during the unfolding process, determines after folding, the generation of recursive clauses (in our case, clause 14), and these recursive clauses allow us to infer that some atoms (in our case, } newsat(2)(X) \text{) are false in the perfect model of the program because they are infinitely failing.

(2) In order to perform the folding steps required for generating recursive clauses as indicated in Point (1) above, we may need to introduce new definitions by applying a generalization technique. In our case we have introduced clause 11 by generalizing the body of clause 10, and indeed, by using clause 11 we were able to fold all \text{sat} atoms occurring in the program at hand.

(3) The choice of a suitable generalization technique plays a crucial role in our verification method. Indeed, generalizations ensure termination of the specialization strategy, as it has been the case for our proof above, but they can also prevent the proof of the property of interest as we now indicate.

Indeed, if we had generalized the constraint } X = 1, Y = X + 1 \text{ in the body of clause 10 to } true, \text{ instead of } Y > 1, \text{ then, instead of clause 11, we would have introduced the following clause:}

\[ \text{11*} \text{. } newsat(2)(X) \leftarrow sat(X, EF \ \text{null}) \]

By unfolding clause 11* we would have derived the clause } newsat(2)(1) \leftarrow \text{ and we could have not inferred that for all integers } n, \text{ newsat}(2)(n) \text{ is false in the perfect model of the program. As already mentioned, we will describe our generalization technique in Section 6.}

3. Preliminaries

In this section we recall some basic notions of constraint logic programming. For notions not defined here the reader may refer to [3, 4, 20, 21, 27]. We also present our notational conventions and we briefly recall the syntax and the semantics of the Computational Tree Logic (CTL, for short), which is the logic we use for expressing properties of reactive systems. For a more detailed treatment of CTL the reader may look at [9].

3.1. Syntax of Constraint Logic Programs

We consider a first order language } \mathcal{L} \text{ generated by an infinite set } \text{Vars of variables}, a set } \text{Funct of function symbols} \text{ with arity, and a set } \text{Pred of predicate symbols} \text{ with arity. We assume that } \text{Pred} \text{ is the union of two disjoint sets: (i) the set } Pred_{\text{c}} \text{ of constraint predicate symbols, including } true, \text{ false, and the equality symbol } =, \text{ and (ii) the set } Pred_{\text{u}} \text{ of user defined predicate symbols.}

A term of } \mathcal{L} \text{ is either a variable or an expression of the form } f(t_1, \ldots, t_n), \text{ where } f \text{ is a symbol in } \text{Funct} \text{ and } t_1, \ldots, t_n \text{ are terms. An atomic formula is an expression of the form } p(t_1, \ldots, t_n) \text{ where } p \text{ is a symbol in } \text{Pred} \text{ and } t_1, \ldots, t_n \text{ are terms. A formula of } \mathcal{L} \text{ is either an atom or a formula constructed, as usual, from formulas by means of connectives } (\neg, \land, \lor, \rightarrow, \leftarrow, \leftrightarrow) \text{ and quantifiers } (\exists, \forall). \text{ As customary in logic programming, we may use comma, instead of } \land.

Given a term or a formula } \epsilon, \text{ the set of variables occurring in } \epsilon \text{ is denoted by } \text{vars}(\epsilon). \text{ Similar notation will be used for denoting the set of variables occurring in a set of terms or formulas. Given a formula } \varphi, \text{ the set of the free variables in } \varphi \text{ is denoted by } \text{FV}(\varphi). \text{ A term or a formula is ground iff it contains no variable. Given a set } X = \{X_1, \ldots, X_n\} \text{ of } n \text{ variables, by } \forall X \varphi
we denote the formula $\forall X_1 \ldots X_n \varphi$. By $\forall (\varphi)$ we denote the universal closure of $\varphi$, that is, the formula $\forall X \varphi$, where $FV(\varphi) = X$. Analogously, by $\exists (\varphi)$ we denote the existential closure of $\varphi$. By $\varphi(X_1, \ldots, X_n)$ we denote a formula whose free variables are among $X_1, \ldots, X_n$.

A primitive constraint is an atomic formula $p(t_1, \ldots, t_n)$ where $p$ is a predicate symbol in $\text{Pred}_c$. The set $C$ of constraints is the smallest set of formulas of $\mathcal{L}$ which contains all primitive constraints and it is closed w.r.t. conjunction and existential quantification. A basic constraint is either a primitive constraint or an existentially quantified constraint.

An atom is an atomic formula $p(t_1, \ldots, t_n)$ where $p$ is an element of $\text{Pred}_a$ and $t_1, \ldots, t_n$ are terms. A literal is either an atom $A$, also called positive literal, or a negated atom $\neg A$, also called negative literal. A goal is a (possibly empty) conjunction of literals. A constrained literal is the conjunction of a constraint and a literal. A constrained goal is the conjunction of a constraint and a goal. The empty conjunction of constraints or literals is identified with $true$.

A clause $\gamma$ is a formula of the form $H \leftarrow c, G$, where: (i) $H$ is an atom, called the head of $\gamma$ and denoted $\text{hd}(\gamma)$, and (ii) $c, G$ is a constrained goal, called the body of $\gamma$ and denoted $\text{bd}(\gamma)$. Clauses of the form $H \leftarrow c$, where $c$ is a constraint, are called constrained facts. Clauses of the form $H \leftarrow true$ are called facts, and they are also written as $H \leftarrow$. A clause is constraint-free iff no constraints occur in its body.

A constraint logic program (or program, for short) is a finite set of clauses. A definite constraint logic program is a finite set of clauses whose bodies have no occurrences of negative literals.

Given two atoms $p(t_1, \ldots, t_n)$ and $p(u_1, \ldots, u_n)$, we denote by $p(t_1, \ldots, t_n) = p(u_1, \ldots, u_n)$ the conjunction of the constraints: $t_1 = u_1, \ldots, t_n = u_n$. We say that a term $t$ is free for a variable $X$ in a formula $\varphi$ iff by substituting $t$ for all free occurrences of $X$ in $\varphi$, we do not introduce new occurrences of bound variables. A formula $\psi$ is an instance of a formula $\varphi$ iff $\psi$ is obtained from $\varphi$ by applying a substitution $\{X_1/t_1, \ldots, X_n/t_n\}$ such that, for $i = 1, \ldots, n$, the term $t_i$ is free for $X_i$ in $\varphi$.

Given a user defined predicate symbol $p$ and a program $P$, the definition of $p$ in $P$, denoted $\text{Def}(p, P)$, is the set of clauses $\gamma$ in $P$ such that $p$ is the predicate symbol of $\text{hd}(\gamma)$. We say that the atom $p(t_1, \ldots, t_n)$ is failed in a program $P$ iff $\text{Def}(p, P) = \emptyset$. We say that the atom $p(t_1, \ldots, t_n)$ is valid in a program $P$ iff the fact $p(X_1, \ldots, X_n) \leftarrow$ belongs to $P$.

The set of useless predicates of a program $P$ is the maximal set $U$ of predicate symbols occurring in $P$ such that the predicate $p$ is in $U$ iff every clause $\gamma$ in $\text{Def}(p, P)$ is of the form $H \leftarrow c, G_1, q(\ldots), G_2$ for some $q$ is in $U$. For instance, in the following program:

\[
\begin{align*}
p & \leftarrow q, r \\
q & \leftarrow p, \neg s \\
r & \leftarrow 
\end{align*}
\]

$p$ and $q$ are useless predicates, while $r$ is not useless. A clause $\gamma$ is useless iff the predicate of $\text{hd}(\gamma)$ is useless.

A variable renaming is a bijective mapping from $\text{Vars}$ to $\text{Vars}$. The application of a variable renaming $\rho$ to a formula $\varphi$ returns the formula $\rho(\varphi)$, called a variant of $\varphi$, obtained by replacing each (bound or free) variable $X$ in $\varphi$ by the variable $\rho(X)$. A clause $\gamma$ is said to be renamed apart iff all its (bound or free) variables do not occur elsewhere.

We will feel free to apply to clauses the following transformations which, as the reader may verify, preserve program semantics (see Section 3.2):

1. application of variable renamings,
2. reordering of the constraints and the literals in the body (we will usually move all constraints to the left and all literals to the right), and
(3) replacement of a clause of the form \( H \leftarrow X = t, c, G \), where \( X \notin \text{vars}(t) \), by the clause 
\( (H \leftarrow c, G)\{X/t\} \), and vice versa.

### 3.2. Semantics of Constraint Logic Programs

Now we introduce the notions of local stratification and perfect model for constraint logic programs. These notions are an extension of the similar notions for logic programs [4, 33] and are parametric w.r.t. the interpretation of the constraints [20, 21].

A constraint domain \( \mathcal{D} \) consists of: (1) A non-empty set \( D \), called carrier. (2) An assignment of a function \( f_D \) from \( D^n \) to \( D \) to each \( n \)-ary function symbol \( f \) in \( \text{Funct} \). (3) An assignment of a relation over \( D^n \) to each \( n \)-ary constraint predicate symbol in \( \text{Pred}_c \). In particular, \( \mathcal{D} \) assigns the whole carrier \( D \) to \text{true}, the empty set to \text{false}, and the identity over \( D \) to the binary equality symbol \( = \).

We assume that \( D \) is a set of ground terms. This is not restrictive because we may enlarge the language \( \mathcal{L} \) by making every element of \( D \) to be an element of the set \( \text{Funct} \) of function symbols.

Sometimes, for reasons of simplicity, we will identify the constraint domain \( \mathcal{D} \) with its carrier \( D \).

Given a formula \( \varphi \) where all predicate symbols belong to \( \text{Pred}_c \), we consider the satisfaction relation \( \mathcal{D} \models \varphi \) which is defined as usually done in the first order predicate calculus.

Now given a program \( P \) we want to define the concept of ground \((P)\). A valuation \( v \) is a function \( v: \text{Vars} \rightarrow D \). We extend the domain of \( v \) to terms, constraints, and literals. Given a term \( t \), we inductively define the term \( v(t) \) as follows: (i) if \( t \) is a variable \( X \) then \( v(t) = v(X) \), and (ii) if \( t \) is \( f(t_1, \ldots, t_n) \) then \( v(t) = f_D(v(t_1), \ldots, v(t_n)) \). Given a constraint \( c \), \( v(c) \) is the constraint obtained by replacing each free variable \( X \in FV(c) \) by the ground term \( v(X) \). Notice that \( v(c) \) is a closed formula. Given a literal \( L \), (i) if \( L \) is the atom \( p(t_1, \ldots, t_n) \), then \( v(L) \) is the ground atom \( p(v(t_1), \ldots, v(t_n)) \), and (ii) if \( L \) is the negated atom \( \neg A \), then \( v(L) \) is the ground literal \( \neg v(A) \).

We define ground \((P)\) as the following set of ground clauses:

\[
\text{ground}(P) = \{ v(H) \leftarrow v(L_1), \ldots, v(L_m) \mid v \text{ is a valuation, } (H \leftarrow c, L_1, \ldots, L_m) \in P, \text{ and } D = v(c) \}\]

Given a constraint domain \( \mathcal{D} \), a \( \mathcal{D} \)-interpretation \( I \) assigns a relation over \( D^n \) to each \( n \)-ary user defined predicate symbol in \( \text{Pred}_u \), that is, \( I \) is a subset of the set \( B_D \) defined as follows:

\[
B_D = \{ p(d_1, \ldots, d_n) \rightarrow p \text{ is a predicate symbol in } \text{Pred}_u \text{ and } (d_1, \ldots, d_n) \in D^n \}\]

Given a \( \mathcal{D} \)-interpretation \( I \) and a constraint-free, ground clause \( \gamma: H \leftarrow L_1, \ldots, L_m \), we say that \( \gamma \) is \text{true} in \( I \), written \( I \models \gamma \) iff one of the following holds: (i) \( H \in I \), or (ii) there exists \( i \in \{1, \ldots, m\} \) such that \( L_i \) is an atom and \( L_i \notin I \), or (iii) there exists \( i \in \{1, \ldots, m\} \) such that \( L_i \) is a negated atom \( \neg A_i \) and \( A_i \in I \).

A \( \mathcal{D} \)-interpretation \( M \) is a \( \mathcal{D} \)-model of a (finite or infinite) set \( S \) of constraint-free, ground clauses iff for each clause \( \gamma \) in \( S \), we have that \( M \models \gamma \). \( M \) is a \( \mathcal{D} \)-model of a CLP program \( P \) iff \( M \) is a \( \mathcal{D} \)-model of \( \text{ground}(P) \). It can be shown that every set of definite, constraint-free, ground clauses has a least \( \mathcal{D} \)-model (w.r.t. set inclusion) and, thus, every definite constraint logic program has a least \( \mathcal{D} \)-model [21].

Now we define locally stratified constraint logic programs. A local stratification is a function \( \sigma: B_D \rightarrow W \), where \( W \) is the set of countable ordinals. If \( A \in B_D \) and \( \sigma(A) = \alpha \) we say that the stratum of \( A \) is \( \alpha \), or \( A \) is in stratum \( \alpha \). A clause \( \delta \) in \( P \) is \text{locally stratified w.r.t.} a local stratification \( \sigma \) iff for all clauses of the form \( A \leftarrow L_1, \ldots, L_m \) in \text{ground}(\{\delta\}) we have that for
all \(i = 1, \ldots, m\), if \(L_i\) is an atom \(B\) then \(\sigma(A) \geq \sigma(B)\), otherwise, if \(L_i\) is a negated atom \(\neg B\), then \(\sigma(A) > \sigma(B)\). Given a local stratification \(\sigma\), we say that program \(P\) is locally stratified w.r.t. \(\sigma\) iff every clause of \(P\) is locally stratified w.r.t. \(\sigma\). A program \(P\) is locally stratified iff there exists a local stratification \(\sigma\) such that \(P\) is locally stratified w.r.t. \(\sigma\). We denote by \(P_\alpha\) the set of clauses in ground(\(P\)) whose head is in stratum \(\alpha\).

A level mapping \(\lambda\) is a function from the set of predicate symbols to the finite ordinals. Given a level mapping \(\lambda\), we extend it to literals as follows: if \(L\) is an atom \(p(\ldots)\) then \(\lambda(L) = \lambda(p)\), and if \(L\) is a negated atom \(\neg p(\ldots)\) then \(\lambda(L) = \lambda(p)\). A clause \(\gamma\) of the form \(H \leftarrow c, L_1, \ldots, L_m\) is stratified w.r.t. a level mapping \(\lambda\) iff for all \(i = 1, \ldots, m\), if \(L_i\) is a positive literal then \(\lambda(H) \geq \lambda(L_i)\) and, if \(L_i\) is a negative literal then \(\lambda(H) > \lambda(L_i)\). A program \(P\) is stratified iff there exists a level mapping \(\lambda\) such that every clause of \(P\) is stratified w.r.t. \(\lambda\). If a program \(P\) is stratified w.r.t. \(\lambda\), then there exists a finite sequence \(S_1, \ldots, S_k\) of programs, called a stratification of \(P\), such that (i) \(P = S_1 \cup \ldots \cup S_k\), and (ii) for any two clauses \(\alpha\) and \(\beta\) in \(P\), \(\lambda(hd(\alpha)) < \lambda(hd(\beta))\) iff there exist \(i, j\) such that: (a) \(i < j\), (b) \(\alpha \in S_i\), and (c) \(\beta \in S_j\). \(S_1, \ldots, S_k\) are called the strata of \(P\). Note that, as a consequence of the definition, the strata of a program are pairwise disjoint and if a program is stratified then it is locally stratified.

Similarly to the case of logic programs [4, 33], we define the perfect model \(M(P)\) of a locally stratified constraint logic program \(P\) as the \(D\)-interpretation \(\bigcup_{\alpha \in W} M_\alpha\), where for every ordinal \(\alpha\) in \(W\), the set \(M_\alpha\) is constructed as follows:

1. \(M_0\) is the empty set,
2. if \(\alpha > 0\), \(M_\alpha\) is the least \(D\)-model of the set of definite, constraint-free, ground clauses derived from \(P_\alpha\) as follows: (i) every literal \(\neg A\) occurring in the body of a clause in \(P_\alpha\) is deleted iff \(A\) is in stratum \(\tau\), with \(\tau < \alpha\), and \(A \not\in M_\tau\), and (ii) every clause \(\gamma\) in \(P_\alpha\) is deleted iff there exists a literal \(\neg A\) in \(bd(\gamma)\) such that \(A\) is in stratum \(\tau\), with \(\tau < \alpha\), and \(A \not\in M_\tau\).

Similarly to the case of logic programs [4, 33], we have the following result.

**Theorem 3.1.** Every locally stratified constraint logic program has a unique perfect model.

In this paper we do not specify any particular method for solving constraints in \(C\). We only assume that there exists a computable total function \(solve: C \times P_{fin}(Vars) \rightarrow C\), where \(P_{fin}(Vars)\) is the set of all finite subsets of \(Vars\). \(solve\) is assumed to be sound w.r.t. constraint equivalence, that is, for every constraint \(c_1\) and for every finite set \(X\) of variables, if \(solve(c_1, X) = c_2\) then \(D \models \forall X (\exists Y c_1) \leftrightarrow c_2\), where \(Y = FV(c_1) - X\) and \(FV(c_2) \subseteq FV(\exists Y c_1)\). We also assume that \(solve\) is complete w.r.t. satisfiability in the sense that, for any constraint \(c\),

(i) \(solve(c, \emptyset) = true\) iff \(c\) is satisfiable, that is, \(D \models \exists c\), and
(ii) \(solve(c, \emptyset) = false\) iff \(c\) is unsatisfiable, that is, \(D \models \neg \exists c\).

The soundness and the totality of the \(solve\) function guarantee the correctness and the termination of the specialization strategy we will present in Section 6. The assumption that the \(solve\) function is complete w.r.t. satisfiability guarantees that constraint satisfiability tests, which are required in our verification method, are decidable and indeed they can be performed by applying the \(solve\) function.

Finally, we assume that, for any constraints \(c_1\) and \(c_2\), \(D \models \forall (c_1 \rightarrow c_2)\) is decidable.

### 3.3. The Computational Tree Logic

The Computation Tree Logic (CTL, for short) is a temporal logic for expressing properties of the evolutions in time of reactive systems. These evolutions are called computation paths. CTL
formulas are built from a given set \( \text{Elem} \) of elementary properties by using: (i) the following linear-time operators along a computation path: \( G \) (‘always’), \( F \) (‘sometimes’), \( X \) (‘next time’), and \( U \) (‘until’), and (ii) the quantifiers over computation paths: \( A \) (‘for all paths’) and \( E \) (‘for some path’), as indicated by the following definition.

**Definition 1.** [CTL Formulas] A CTL formula \( \varphi \) has the following syntax:

\[
\varphi ::= e \mid \neg \varphi \mid \varphi_1 \land \varphi_2 \mid EX \varphi \mid EU(\varphi_1, \varphi_2) \mid AF \varphi
\]

where \( e \) belongs to \( \text{Elem} \).

The other combinations of temporal operators and quantifiers are assumed to be abbreviations:

\[
EF \varphi \equiv EU(\text{true}, \varphi) \\
EG \varphi \equiv \neg AF \neg \varphi \\
AX \varphi \equiv \neg EX \neg \varphi \\
AU(\varphi_1, \varphi_2) \equiv \neg EU(\neg \varphi_2, \neg \varphi_1 \land \neg \varphi_2) \land (\neg EG \neg \varphi_2) \\
AG \varphi \equiv \neg EF \neg \varphi
\]

where \( \text{true} \) is the elementary property which holds in every state.

The semantics of CTL formulas is given by using a Kripke structure and defining the satisfaction relation \( \mathcal{K}, s \models \varphi \), which denotes that a formula \( \varphi \) holds in a state \( s \) of \( \mathcal{K} \). The context will disambiguate between the use of \( = \) for denoting the satisfaction relation in a Kripke structure and the use of the same symbol for providing the semantics of constraint logic programs (Section 3.2).

**Definition 2.** [Kripke Structure] A Kripke structure \( \mathcal{K} \) is a 4-tuple \( \langle S, I, R, L \rangle \) where:

1. \( S \) is a set of states,
2. \( I \subseteq S \) is the set of initial states,
3. \( R \subseteq S \times S \) is a total relation, that is, for every state \( s \in S \) there exists a state \( s' \in S \) such that \( (s, s') \in R \). \( R \) is called a transition relation, and
4. \( L : S \rightarrow 2^{\text{Elem}} \) is a function which assigns to each state \( s \in S \) a subset \( L(s) \) of \( \text{Elem} \), that is, a set of elementary properties which hold in \( s \).

A computation path in \( \mathcal{K} \) from a state \( s_0 \) is an infinite sequence of states \( s_0s_1\ldots \) such that \( (s_i, s_{i+1}) \in R \) for every \( i \geq 0 \).

Given a Kripke structure \( \mathcal{K} = \langle S, I, R, L \rangle \), the relation \( \mathcal{K}, s \models \varphi \) is inductively defined as follows:

\[
\mathcal{K}, s \models e \text{ iff } e \text{ is an elementary property in } L(s) \\
\mathcal{K}, s \models \neg \varphi \text{ iff it is not the case that } \mathcal{K}, s \models \varphi \\
\mathcal{K}, s \models \varphi_1 \land \varphi_2 \text{ iff } \mathcal{K}, s \models \varphi_1 \text{ and } \mathcal{K}, s \models \varphi_2 \\
\mathcal{K}, s \models EX \varphi \text{ iff there exists a computation path } s_0s_1\ldots \text{ in } \mathcal{K} \text{ such that } s = s_0 \text{ and } \mathcal{K}, s_1 \models \varphi \\
\mathcal{K}, s \models EU(\varphi_1, \varphi_2) \text{ iff there exists a computation path } s_0s_1\ldots \text{ in } \mathcal{K} \text{ such that } (i) \ s = s_0 \text{ and (ii) for some } n \geq 0 \text{ we have that:} \\
\mathcal{K}, s_n \models \varphi_2 \text{ and } \mathcal{K}, s_j \models \varphi_1 \text{ for all } j \in \{0, \ldots, n - 1\} \\
\mathcal{K}, s \models AF \varphi \text{ iff for all computation paths } s_0s_1\ldots \text{ in } \mathcal{K}, \text{ if } s = s_0 \text{ then there exists } n \geq 0 \text{ such that } \mathcal{K}, s_n \models \varphi.
\]

Notice that in the definition of the relation \( \mathcal{K}, s \models \varphi \), the set \( I \) of initial states is not used. However, \( I \) has been introduced because it is often the case that the system properties we want to express are properties of the initial states of the system.
4. Expressing CTL Properties by Locally Stratified CLP

In this section we present the class of reactive systems which can be verified by using our method. This class is very general, and includes the concurrent systems defined in [38]. But, unlike [38], in order to specify these systems and their temporal properties, we use constraint logic programs. In this respect our approach is similar to the one presented in [11]. However, we use CLP programs with negation and the perfect model semantics, while the authors of [11] consider definite CLP programs and express temporal properties by means of least and greatest fixpoints.

A reactive system is modeled by a Kripke structure $K$ [9] based on a constraint domain $D$ as indicated below. Then, starting from $K$ we constructs a locally stratified CLP program $P_K$ which encodes the temporal properties of the system. The program $P_K$ defines a binary predicate $sat$ such that, for all states $s$ and CTL formulas $\varphi$, we have that $K, s = \varphi$ iff $sat(s, \varphi) \in M(P_K)$.

A Kripke structure $K = \langle S, I, R, L \rangle$ based on the constraint domain $D$, is specified as follows. (We borrow some of the terminology from [38].)

1. The set $S$ of states is the (possibly infinite) carrier $D$ of the constraint domain $D$.

2. The set $I$ of initial states is specified by a constraint $init(X)$, so that for all states $s \in S$, we have that: $s \in I$ iff $D \models init(s)$.

3. The transition relation $R$ is specified by a finite disjunction $t_1(X, Y) \lor \ldots \lor t_k(X, Y)$ of constraints, so that for all states $s_1$ and $s_2$ in $S$, we have that: $(s_1, s_2) \in R$ iff $D = t_1(s_1, s_2) \lor \ldots \lor t_k(s_1, s_2)$

   Each disjunct $t_i(X, Y)$, called an event, is a constraint of the form: $cond_i(X) \land act_i(X, Y)$ such that

   3.1 $D \models \forall X (cond_i(X) \land \exists Y act_i(X, Y))$, and

   3.2 $D \models \forall X, Y, Z (act_i(X, Y) \land act_i(X, Z) \rightarrow Y = Z)$,

   The constraint $cond_i(X)$ is called the enabling condition and the constraint $act_i(X, Y)$ is called the action. Condition (3.1) means that $act_i$ is defined whenever the corresponding enabling condition holds, and Condition (3.2) means that $act_i$ is a function of its first argument.

4. The function $L : S \rightarrow \mathcal{P}(Elem)$, where $Elem$ is the set of elementary properties of $K$, is specified by associating a constraint $c_e(X)$ with each elementary property $e$, so that for all states $s \in S$, we have that: $e \in L(s)$ iff $D \models c_e(s)$.

The construction of the CLP programs corresponding to Kripke structures, can be performed by using the Encoding Algorithm we now present.

The Encoding Algorithm.

Input: a Kripke structure $K = \langle S, I, R, L \rangle$ based on a constraint domain $D$.

Output: a locally stratified CLP program $P_K$ such that, for all states $s \in S$ and for all CTL formulas $\varphi$, $K, s \models \varphi$ iff $sat(s, \varphi) \in M(P_K)$.

Let us assume that $R$ be specified by the disjunct: $t_1(X, Y) \lor \ldots \lor t_k(X, Y)$. Then the construction of $P_K$ is done by induction on the structure of $\varphi$ as follows.

($\varphi$ is the elementary property $e$) We introduce the clause:

\[ sat(X, e) \leftarrow c_e(X) \]
where $c_e(X)$ is the constraint associated with the elementary property $e$.

(\(\varphi\) is \(\neg \psi\)) We introduce the clause:

\[
sat(X, \neg \psi) \leftarrow \neg sat(X, \psi)
\]

(The symbol \(\neg\) in the function symbol, while in the body \(\neg\) is the negation connective.)

(\(\varphi\) is $\psi_1 \land \psi_2$) We introduce the clause:

\[
sat(X, \psi_1 \land \psi_2) \leftarrow sat(X, \psi_1), sat(X, \psi_2)
\]

(The symbol \(\land\) in the head is a function symbol.)

(\(\varphi\) is $EX \psi$) For every $i = 1, \ldots, n$, we introduce the clause:

\[
sat(X, EX \psi) \leftarrow t_i(X, Y), sat(Y, \psi)
\]

(\(\varphi\) is $EU(\psi_1, \psi_2)$) We introduce the clause:

\[
sat(X, EU(\psi_1, \psi_2)) \leftarrow sat(X, \psi_2)
\]

and, for every $i = 1, \ldots, n$, we introduce the clause:

\[
sat(X, EU(\psi_1, \psi_2)) \leftarrow t_i(X, Y), sat(X, \psi_1), sat(Y, EU(\psi_1, \psi_2))
\]

(\(\varphi\) is $AF \psi$) Let us consider the disjunction $t_1(X, Y) \lor \ldots \lor t_k(X, Y)$ of events, where for every $i = 1, \ldots, k$, $t_i(X, Y)$ is $cond_i(X) \land act_i(X,Y)$. We first rewrite that disjunction as a new disjunction $r_1(X, Y) \lor \ldots \lor r_n(X, Y)$, such that:

1. for $i = 1, \ldots, n$, $r_i(X, Y)$ is a formula of the form $cond_i(X) \land (act_{i1}(X,Y) \lor \ldots \lor act_{im}(X,Y))$, called a non-deterministic event, where for $j = 1, \ldots, m$, $cond_i(X) \land act_{ij}(X,Y)$ is an event,
2. for any two distinct $i$ and $l$ in $\{1, \ldots, n\}$, $cond_i(X)$ and $cond_l(X)$ are mutually exclusive, that is, $D \models \neg \exists X \ (cond_i(X) \land cond_l(X))$, and
3. $D \models \forall X, Y ((t_1(X,Y) \lor \ldots \lor t_k(X,Y)) \leftrightarrow (r_1(X,Y) \lor \ldots \lor r_n(X,Y)))$.

We introduce the following clause:

\[
sat(X, AF \psi) \leftarrow sat(X, \psi)
\]

and, for $i = 1, \ldots, n$, we introduce the clause,

\[
sat(X, AF \psi) \leftarrow cond_i(X) \land act_{i1}(X,Y_{i1}) \land \ldots \land act_{im}(X,Y_{im}),
\]

\[
sat(Y_{i1}, AF \psi), \ldots, sat(Y_{im}, AF \psi)
\]

where $X, Y_{i1}, \ldots, Y_{im}$ are distinct variables.

The rewriting needed for the case where \(\varphi\) is $AF \psi$ is always possible for Kripke structures based on a constraint domain $D$ which satisfies the following property:

(Property P) For every constraint $c(X)$, the formula $\neg c(X)$ is equivalent to a finite disjunction $c_1(X) \lor \ldots \lor c_m(X)$ of pairwise mutually exclusive constraints.

This property P can be formally expressed as follows: for every constraint $c(X)$ in $D$ there exist the constraints $c_1(X), \ldots, c_m(X)$ such that:

(i) $D \models \forall X (\neg c(X) \leftrightarrow (c_1(X) \lor \ldots \lor c_m(X)))$, and

(ii) for any two distinct $i$ and $l$ in $\{1, \ldots, m\}$, $c_i(X) \land c_l(X)$ is unsatisfiable, that is, $D \models \neg \exists X (c_i(X) \land c_l(X))$.

If Property P holds we also say that $\neg c(X)$ is partitioned into $c_1(X) \lor \ldots \lor c_m(X)$, or equivalently, $c_1(X) \lor \ldots \lor c_m(X)$ is a partition of $\neg c(X)$.

**Example 1.** Let us consider the constraint domain $R_{lin}$ of linear equations ($=$) and inequalities ($<$, $\leq$) over real numbers. Without loss of generality, we may assume that every constraint in $R_{lin}$ is a conjunction of constraints of the form $t_1 op t_2$, where $op \in \{=, <, \leq\}$ and $t_1$ and $t_2$
are terms built out of reals, variables, and arithmetic operators. Then, the negation of any constraint in $R_{lin}$ can be partitioned into a finite disjunction of constraints, because:

(i) $R_{lin} \models \forall X (\neg t_1 = t_2 \leftrightarrow (t_1 < t_2 \lor t_2 < t_1))$

(ii) $R_{lin} \models \forall X (\neg t_1 < t_2 \leftrightarrow t_2 \leq t_1)$.

However, if we consider the domain $\mathcal{F}$ of equations between finite terms which are built out of an infinite set of function symbols, then in $\mathcal{F}$ there are constraints whose negation cannot be partitioned into a finite disjunction of constraints. For instance, the negation of the constraint $X = a$, where $a$ is a ground term, can only be expressed by an infinite disjunction of constraints, as follows:

$\mathcal{F} \models \forall X (\neg X = a \leftrightarrow \forall t \in G_{-a} \ X = t)$

where $G$ denotes the infinite set of all ground terms. If we consider the domain of equations between finite terms constructed from a finite set of function symbols, then the negation of any constraint can be partitioned into a finite disjunction of constraints. For instance, if the function symbols are 0 (nullary) and $s$ (unary), the negation of the constraint $X = s(0)$ can be partitioned into $X = 0 \lor \exists Y X = s(Y)$.

The above Encoding Algorithm can easily be extended by considering the cases where the outermost operator of the formula $\varphi$ is one of the following: $EF$, $EG$, $AX$, $AU$, and $AG$. In order to do so it is enough to express these operators in terms of $EX$, $EU$, and $AF$. For instance, if $\varphi$ is $EF \psi$ we introduce the following clause:

$\text{sat}(X, EF \psi) \leftarrow \text{sat}(X, \psi)$,

and for $i = 1, \ldots, n$, we introduce the clause:

$\text{sat}(X, EF \psi) \leftarrow t_i(X, Y), \text{sat}(Y, EF \psi)$

because: (i) $EF \psi$ stands for $EU(\text{true}, \psi)$ and (ii) $\text{sat}(X, \text{true})$ is true for all states $X$.

The program $P_K$ constructed by the Encoding Algorithm is locally stratified w.r.t. the function $\sigma$ defined as follows: for every $s \in S$ and for every CTL formulas $\varphi$, $\sigma(\text{sat}(s, \varphi)) = \text{length}(\varphi)$, where $\text{length}(\varphi)$ is the number of occurrences of elementary properties, connectives, and operators occurring in $\varphi$.

We have the following theorem.

**Theorem 4.1.** [Correctness of the Encoding Algorithm] Let $K = \langle S, I, R, L \rangle$ be a Kripke structure and let $P_K$ be the locally stratified program constructed from $K$ by the Encoding Algorithm. For all states $s \in S$ and CTL formulas $\varphi$, we have that: $K, s \models \varphi$ if and only if $\text{sat}(s, \varphi) \in M(P_K)$.

**Proof.** The proof is by structural induction on $\varphi$.

($\varphi$ is $\in E_{lem}$) For all states $s \in S$ we have that:

$K, s \models \epsilon$ if $D = c(s)$ (by the assumption on elementary properties)

if $\text{sat}(s, \epsilon) \in M(P_K)$ (by the Encoding Algorithm).

($\varphi$ is $\neg \psi$) For all states $s \in S$ we have that:

$K, s \models \neg \psi$ if $\text{sat}(s, \psi) \notin M(P_K)$ (by induction hypothesis)

if $\text{sat}(s, \neg \psi) \in M(P_K)$ (by the Encoding Algorithm).

($\varphi$ is $\psi_1 \land \psi_2$) For all states $s \in S$ we have that:

$K, s \models \psi_1 \land \psi_2$ if $\text{sat}(s, \psi_1) \in M(P_K)$ and $s = \psi_2$ (by the semantics of CTL)

if $\text{sat}(s, \psi_1) \in M(P_K)$ and $\text{sat}(s, \psi_2) \in M(P_K)$ (by induction hypothesis)

if $\text{sat}(s, \psi_1 \land \psi_2) \in M(P_K)$ (by the Encoding Algorithm).
\( \varphi \) is \( EX \psi \). For all states \( s \in S \) we have that:

\[ \mathcal{K}, s \models EX \psi \] if there exists a state \( s_1 \in S \) such that \( (s, s_1) \in R \) and \( \mathcal{K}, s_1 \models \psi \) (by the semantics of CTL)

iff \( \exists s_1 \in S \) and \( \exists j \in \{1, \ldots, k\} \) such that \( D \models t_j(s, s_1) \) and \( sat(s_1, \psi) \in M(P_{\mathcal{K}}) \) (by the assumption on the transition relation and induction hypothesis)

iff \( \exists s_1 \in S \) and there exists a clause \( \gamma \in \text{ground}(P_{\mathcal{K}}) \) of the form:

\[ sat(s, EX \psi) \leftarrow sat(s_1, \psi) \] and \( sat(s_1, \psi) \in M(P_{\mathcal{K}}) \) (by the Encoding Algorithm)

iff \( sat(s, EX \psi) \in M(P_{\mathcal{K}}) \) (by definition of \( M(P_{\mathcal{K}}) \)).

In the rest of the proof: (i) \( lfp \) denotes the least fixpoint operator, and (ii) given a formula \( \varphi \), we denote by \( [\varphi] \) the set \( \{ s \in S \mid \mathcal{K}, s \models \varphi \} \), that is, the set of states in which \( \varphi \) is true.

\( \varphi \) is \( EU(\psi_1, \psi_2) \). From [12] we have that \( \mathcal{K}, s \models EU(\psi_1, \psi_2) \) holds iff \( s \in lfp(\tau_{EU}) \), where \( \tau_{EU} = \lambda I. [\psi_2] \cup [\psi_1] \cap EX^{-1}(I) \), and \( EX^{-1}(I) = \{ s \in S \mid \exists s' \in I \text{ such that } (s, s') \in R \} \). Now let us consider the operator \( T_{EU} : \mathcal{P}(S) \rightarrow \mathcal{P}(S) \) defined as follows:

\[
T_{EU}(I) = \{ s \in S \mid sat(s, \psi_2) \in M(P_{\mathcal{K}}) \text{ or } sat(s, \psi_1) \in M(P_{\mathcal{K}}) \text{ and } \exists s' \in I \text{ such that } (s, s') \in R \}
\]

By structural induction we have that, for \( i = 1, 2 \), \( \mathcal{K}, s \models \psi_i \) iff \( sat(s, \psi_i) \in M(P_{\mathcal{K}}) \) and, thus, we easily get that \( s \in lfp(\tau_{EU}) \) iff \( s \in lfp(T_{EU}) \). It remains to show that for all \( s \in S \), \( s \in lfp(T_{EU}) \) iff \( sat(s, EU(\psi_1, \psi_2)) \in M(P_{\mathcal{K}}) \). This proof, which is left to the reader, is similar to the one of Theorem 6.5 [27, page 38], which states that the least Herbrand model of a definite logic program \( P \) is the least fixpoint of its \( TP \) operator.

\( \varphi \) is \( AF \psi \). From [12] \( \mathcal{K}, s \models AF \psi \) holds iff \( s \in lfp(\tau_{AF}) \), where \( \tau_{AF} = \lambda I. [\psi] \cup AX^{-1}(I) \) and \( AX^{-1}(I) = \{ s \in S \mid \forall s' \in S \text{ if } (s, s') \in R \text{ then } s' \in I \} \). Now let us consider the operator \( T_{AF} : \mathcal{P}(S) \rightarrow \mathcal{P}(S) \) defined as follows:

\[
T_{AF}(I) = \{ s \in S \mid sat(s, \psi) \in M(P_{\mathcal{K}}) \text{ or } \forall s' \in S \text{ if } (s, s') \in R \text{ then } s' \in I \}
\]

By structural induction we have that \( \mathcal{K}, s \models \psi \) iff \( sat(s, \psi) \in M(P_{\mathcal{K}}) \), and thus, we easily get that \( s \in lfp(\tau_{AF}) \) iff \( s \in lfp(T_{AF}) \). It remains to show that for all \( s \in S \), \( s \in lfp(T_{AF}) \) iff \( sat(s, AF \psi) \in M(P_{\mathcal{K}}) \). Again, this proof is similar to the one of Theorem 6.5 [27, page 38] and we leave to the reader. Recall that, in this case, when writing the clauses for \( AF \psi \) in \( P_{\mathcal{K}} \), we assume that the relation \( R \) is specified by a disjunction of nondeterministic events as indicated in the Encoding Algorithm.

\[ \square \]

In the following example we consider a simple reactive system modeled by a Kripke structure \( \mathcal{K} \) and we apply our Encoding Algorithm for generating the corresponding program \( P_{\mathcal{K}} \).

**Example 2.** Let us consider the reactive system depicted in Figure 1. A state of this system is a \( \{\text{control state, counter}\} \) pair. The control state is either \( a \) or \( b \) and the counter is real number. The Kripke structure \( \mathcal{K} = (S, I, R, L) \) which models that system can be defined as follows.

\( \mathcal{K} \) is based on the constraint domain \( D \) whose carrier is the set \( S = \{a, b\} \times \mathbb{R} \), where \( \mathbb{R} \) is the set of real numbers. In \( D \) we have: (i) the addition between real numbers, (ii) equations between elements in \( \{a, b\} \), and (iii) equations and inequalities between reals. For equations between elements in \( \{a, b\} \) and equations between reals we use the same symbol =.

The set \( I \) of the initial states is specified by the constraint \( init(X_1, X_2) \equiv X_1 = a, X_2 = 0 \), that is, \( I \) is the singleton \( \{a, 0\} \). (Notice that to represent states we use two variables, instead of a single variable ranging over pairs.)
The transition relation $R$ is specified as the disjunction of the following three events:

$t_1(X_1, X_2, Y_1, Y_2) \equiv (X_1 = a) \land (Y_1 = a \land Y_2 = X_2 + 2)$

$t_2(X_1, X_2, Y_1, Y_2) \equiv (X_1 = a \land X_2 > 0) \land (Y_1 = b \land Y_2 = X_2)$

$t_3(X_1, X_2, Y_1, Y_2) \equiv (X_1 = b) \land (Y_1 = b \land Y_2 = X_2 + 1)$

where in each disjunct the parentheses are used to distinguish between the enabling conditions and the actions.

We specify the elementary property $\neg \psi$ which holds in a state $\langle X_1, X_2 \rangle$ iff $X_2 < 0$.

We want to verify that starting from the initial state $\langle a, 0 \rangle$, there exists a computation path in $\mathcal{K}$ such that for all states $\langle X_1, X_2 \rangle$ along that path we have that $X_2 \geq 0$. This property is expressed by the relation $\mathcal{K}, \langle a, 0 \rangle \models \neg AF \neg \psi$ which asserts that the CTL formula $\neg AF \neg \psi$ is true in the initial state $\langle a, 0 \rangle$. In order to verify this property, we first apply the Encoding Algorithm thereby deriving the program $P_K$ such that $\mathcal{K}, \langle a, 0 \rangle \models \neg AF \neg \psi$ and $sat(a, 0, \neg AF \neg \psi) \in M(P_K)$.

Notice that the conditions occurring in the events $t_1(X_1, X_2, Y_1, Y_2)$ and $t_2(X_1, X_2, Y_1, Y_2)$ are not mutually exclusive because $\mathcal{D} \models \exists X_1 \exists X_2 ((X_1 = a) \land (X_1 = a \land X_2 > 0))$. Thus, in order to construct the clauses for the operator $AF$ we have to perform the rewriting described in the Encoding Algorithm. This rewriting can indeed be performed because the constraint domain $\mathcal{D}$ satisfies Property P (see also Example 1). In particular, we use the following equivalences:

$\mathcal{D} \models \forall X((\neg X > 0) \leftrightarrow X \leq 0)$

$\mathcal{D} \models \forall X((\neg X = a) \leftrightarrow X = b)$

Thus, we specify the transition relation by using the disjunction of the following three non-deterministic events:

$r_1(X_1, X_2, Y_1, Y_2) \equiv (X_1 = a \land X_2 \leq 0) \land (Y_1 = a \land Y_2 = X_2 + 2)$

$r_2(X_1, X_2, Y_1, Y_2) \equiv (X_1 = a \land X_2 > 0) \land$

$(Y_1 = a \land Y_2 = X_2 + 2) \lor (Y_1 = b \land Y_2 = X_2))$

$r_3(X_1, X_2, Y_1, Y_2) \equiv (X_1 = b) \land (Y_1 = b \land Y_2 = X_2 + 1)$

The application of the Encoding Algorithm produces a program $P_K$ containing the following clauses (we do not list the clauses for the operators $EX$ and $EU$ because they are not needed for verifying our property $\neg AF \neg \psi$):

$sat(X_1, X_2, neg) \leftarrow X_2 < 0$

$sat(X_1, X_2, \neg \neg \phi) \leftarrow \neg sat(X_1, X_2, \phi)$

$sat(X_1, X_2, AF \phi) \leftarrow sat(X_1, X_2, \phi)$

$sat(X_1, X_2, AF \phi) \leftarrow X_1 = a, X_2 \leq 0, X_3 = X_2 + 2, sat(X_1, X_3, AF \phi)$

$sat(X_1, X_2, AF \phi) \leftarrow X_1 = a, X_2 > 0, X_3 = b, X_4 = X_2 + 2, sat(X_1, X_4, AF \phi)$

$sat(X_1, X_2, AF \phi) \leftarrow X_1 = b, X_3 = X_2 + 1, sat(X_1, X_3, AF \phi)$
5. The Rules for Specializing CLP Programs

The process of specializing a given program \( P \) whereby deriving program \( Q \), can be formalized as a sequence \( P_0, \ldots, P_n \) of programs, called a transformation sequence, where \( P_0 = P \), \( P_n = Q \) and, for \( k = 0, \ldots, n-1 \), program \( P_{k+1} \) is obtained from program \( P_k \) by applying one of the transformation rules listed below. These rules are variants, tailored to the verification technique presented in this paper, of the rules considered in the literature for transforming logic programs and constraint logic programs (see, in particular, \([5, 14, 17, 28, 37, 41]\)).

**R1. Constrained Atomic Definition.** We introduce the clause, called a definition,

\[
\delta: \ newp(X_1, \ldots, X_m) \leftarrow c, A
\]

where: (i) \( newp \) is a predicate symbol not occurring in \( P_0, \ldots, P_k \), (ii) \( \text{vars}(A) = \{X_1, \ldots, X_m\} \), (iii) \( \text{FV}(c) \subseteq \{X_1, \ldots, X_m\} \), and (iv) the predicate of \( A \) occurs in \( P_0 \).

By constrained atomic definition (or definition, for short), we derive the new program \( P_{k+1} = P_k \cup \{\delta\} \).

For \( i \geq 0 \), \( \text{Defs}_i \) is the set of definitions introduced during the transformation sequence \( P_0, \ldots, P_i \).

In particular, \( \text{Defs}_0 = \emptyset \).

**R2. Unfolding.** Let \( \gamma: H \leftarrow c, G_1, L, G_2 \) be a renamed apart clause in \( P_k \). We consider the following two cases.

(R2p: Positive Unfolding) Let \( L \) be an atom \( A \). By unfolding \( \gamma \) w.r.t. \( A \) we derive the set of clauses

\[
\Gamma: \{H \leftarrow c, A = K, d, G_1, B, G_2 | A \text{ and } K \text{ have the same predicate symbol} \}
\]

and we derive the new program \( P_{k+1} = (P_k - \{\gamma\}) \cup \Gamma \).

(R2n: Negative Unfolding) Let \( L \) be a negated atom \( \neg A \).

(i) If \( A \) is failed in \( P_k \), then by unfolding \( \gamma \) w.r.t. \( \neg A \) we derive the clause

\[
\eta: H \leftarrow c, G_1, G_2
\]

and we derive the new program \( P_{k+1} = (P_k - \{\gamma\}) \cup \{\eta\} \).

(ii) If \( A \) is valid in \( P_k \), then by unfolding \( \gamma \) w.r.t. \( \neg A \) we derive the new program \( P_{k+1} = P_k - \{\gamma\} \).

**R3. Constrained Atomic Folding.** Let \( \gamma: H \leftarrow c, G_1, L, G_2 \) be a clause in \( P_k \), where \( L \) is either an atom \( A \) or a negated atom \( \neg A \). Let \( \delta: N \leftarrow d, B \) be an instance of a clause in \( \text{Defs}_k \) such that: (i) \( A \) and \( B \) have the same predicate symbol and (ii) \( \mathcal{D} = \forall (c \rightarrow (d \land A = B)) \).

(R3p: Positive Folding) Let \( L \) be \( A \). By folding \( \gamma \) w.r.t. \( L \) using \( \delta \) we derive the clause

\[
\eta: H \leftarrow c, G_1, N, G_2
\]

and we derive the new program \( P_{k+1} = (P_k - \{\gamma\}) \cup \{\eta\} \).

(R3n: Negative Folding) Let \( L \) be \( \neg A \). By folding \( \gamma \) w.r.t. \( L \) using \( \delta \), we derive the clause

\[
\eta: H \leftarrow c, G_1, \neg N, G_2
\]

and we derive the new program \( P_{k+1} = (P_k - \{\gamma\}) \cup \{\eta\} \).

**R4. Clause Removal.** Let \( \gamma \) be a clause in \( P_k \). We derive the new program \( P_{k+1} = P_k - \{\gamma\} \) if one of the following cases occurs:

(R4f: Unsatisfiable Body) \( \gamma \) is the clause \( H \leftarrow c, G \) and the constraint \( c \) is unsatisfiable, that is, \( \mathcal{D} = \neg \exists (c) \);

(R4s: Subsumed Clause) \( \gamma \) is the clause \( H \leftarrow c, G \), with \( (c, G) \neq \text{true} \), and \( H \) is valid in \( P_k \);

(R4u: Useless Clause) \( \gamma \) is useless in \( P_k \).
R5. Contextual Constraint Replacement. Let \( \mathbf{C} \) be a set of constrained atoms. Let \( \gamma_1 \) be
a renamed apart clause in \( P_k \) of the form: \( H \leftarrow c_1, G \). Suppose that for some constraint \( c_2 \), and
for every constrained atom \( c, A \) in \( \mathbf{C} \), we have that:
\[
\mathcal{D} \models \forall ((c \land \exists A \implies H) \rightarrow (\exists Y c_1 \leftarrow \exists Z c_2))
\]
where: (i) \( Y = FV(c_1) - \text{vars}(\{H, G\}) \), and (ii) \( Z = FV(c_2) - \text{vars}(\{H, G\}) \). Then, by contextual
constraint replacement w.r.t. \( \mathbf{C} \) we derive the clause
\[
\gamma_2 : H \leftarrow c_2, G
\]
and we derive the new program \( P_{k+1} = (P_k - \{\gamma_1\}) \cup \{\gamma_2\} \).
For \( \mathbf{C} = \{\{\text{true}, H\}\} \) we have the following particular case of the contextual constraint replacement
rule.
(R5r: Constraint Replacement) Let \( \gamma_1 : H \leftarrow c_1, G \) be a clause in \( P_k \). Suppose that for some
constraint \( c_2 \), we have that:
\[
\mathcal{D} \models \forall (\exists Y c_1 \leftrightarrow \exists Z c_2)
\]
where: (i) \( Y = FV(c_1) - \text{vars}(\{H, G\}) \), and (ii) \( Z = FV(c_2) - \text{vars}(\{H, G\}) \). Then we derive the clause
\[
\gamma_2 : H \leftarrow c_2, G
\]
and we derive the new program \( P_{k+1} = (P_k - \{\gamma_1\}) \cup \{\gamma_2\} \).

The following theorems ensure the correctness of the transformation rules w.r.t. the perfect model semantics. Proofs of these results may be found in [16].

**Theorem 5.1.** [Correctness of the Transformation Rules] Let \( P_0 \) be a locally stratified program
and let \( P_0, \ldots, P_n \) be a transformation sequence. Let us assume that during the construction of
\( P_0, \ldots, P_n \),
(i) each clause introduced by the constrained atomic definition rule and used for constrained
atomic folding, is unfolded w.r.t. the atom in its body,
(ii) the contextual constraint replacement rule R5 is only applied in its restricted form R5r.
Then \( P_n \) is locally stratified and \( M(P_0 \cup \text{Defs}_n) = M(P_n) \).

In order to state the correctness of the contextual constraint replacement rule R5 w.r.t. the
perfect model semantics we need the following definition.

**Definition 3.** [Call Patterns] Let \( \gamma \) be a clause of the form \( H \leftarrow c, L_1, \ldots, L_k \), where for \( i = 1, \ldots, k \), \( L_i \)
is either an atom \( A_i \) or a negated atom \( \neg A_i \). For \( i = 1, \ldots, k \), the constrained atom
\( \text{solve}(c, X), A_i \), where \( X = \text{vars}(A) \), is said to be the call pattern of \( L_i \) in \( \gamma \). By \( \text{CP}(\gamma) \) we
denote the set of all call patterns of literals in \( \gamma \), that is, \( \{|\text{solve}(c, X), A_i| i = 1, \ldots, k\} \). Given
a program \( P \), we define \( \text{CP}(P) = \bigcup_{\gamma \in P} \text{CP}(\gamma) \).

Call patterns will be used in our contextual specialization strategy below (see Section 6) for
introducing new definitions and for applying the contextual constraint replacement rule R5.

**Theorem 5.2.** [Correctness of the Contextual Constraint Replacement Rule] Let \( P_0, \ldots, P_n \) be
a transformation sequence where, for \( k = 0, \ldots, n - 1 \), program \( P_{k+1} \) is derived from \( P_k \) by
applying the contextual constraint replacement rule R5 w.r.t. a set \( \mathbf{C} \) of constrained atoms such
that \( \mathbf{C} \supseteq \text{CP}(P_0) \). Assume that \( P_0 \) and \( P_n \) are locally stratified w.r.t. the same local stratification
function. Then for all constraioned atoms \( c, A \in \mathbf{C} \) and for every valuation \( v \), we have that:
if \( \mathcal{D} \models v(c) \) then \( v(A) \in M(P_0) \) iff \( v(A) \in M(P_n) \)
Notice that if \( P_\alpha \) is derived from \( P_\delta \) by applications of the contextual constraint replacement rule, then it may be the case that \( M(P_\delta) \neq M(P_\alpha) \), because Theorem 5.2 ensures the preservation of the perfect model only for atoms whose arguments satisfy the constraints specified by \( C \).

Notice also that, the contextual constraint replacement rule may not preserve local stratification. For instance, let us consider the program

\[
P_0: \quad p \leftarrow \text{false}, -p
\]

We have that \( \text{ground}(P_0) = \emptyset \), and thus, \( P_0 \) is locally stratified w.r.t. every local stratification function. Now, by applying the contextual constraint replacement rule w.r.t. \{\{(false, p)\}\} we get the program

\[
P_1: \quad p \leftarrow -p
\]

which is not locally stratified.

However, we will see in Section 6 that all applications of the contextual constraint replacement rule required by our verification technique, do preserve local stratification. This is due to the fact that, according to the specialization strategy presented in Section 6, we apply the contextual constraint replacement rule to stratified programs only, and the contextual constraint replacement rule preserves stratification. Indeed, let us consider a clause \( \gamma_1: \quad H \leftarrow c_1, G \). If \( \gamma_1 \) is stratified w.r.t. a level mapping \( \lambda \), then also the clause \( H \leftarrow c_2, G \), derived by replacing \( c_1 \) by \( c_2 \) in \( \gamma_1 \), is stratified w.r.t. \( \lambda \) because the user defined predicates occurring in \( \gamma_1 \) and \( \gamma_2 \) are the same. Thus, we have the following straightforward consequence of Theorem 5.2.

**Corollary 5.3.** [Correctness of the Contextual Constraint Replacement Rule for Stratified Programs] Let \( P_\delta \) be a stratified program and let \( P_\delta, \ldots, P_n \) be a transformation sequence where, for \( k = 0, \ldots, n - 1 \), program \( P_{k+1} \) is derived from \( P_k \) by applying the contextual constraint replacement rule R5 w.r.t. a set \( C \) of constrained atoms such that \( C \supseteq CP(P_\delta) \). Then (i) \( P_n \) is stratified and (ii) for all constrained atoms \( c, A \in C \) and for every valuation \( v \), we have that:

\[
\text{if } D = v(c) \text{ then } v(A) \in M(P_\delta) \text{ iff } v(A) \in M(P_n)
\]

Now we compare the transformation rules considered in this section with other sets of transformation rules which have been presented in the literature.

The rules listed above are an extension to locally stratified CLP programs of the rules presented in [17] for the case of definite CLP programs.

The rules of [5, 14] are extensions of Tamaki-Sato's unfold/fold rules [41] to the case of definite CLP programs. If we consider definite CLP programs only, the definition and folding rules of [5, 14] are more general than ours, because they allow the body of a definition to be a non-atomic constrained goal. However, in Section 7 we show that by applying our method, which employs atomic definitions and atomic folding only, we are able to verify several interesting CTL properties of infinite state systems.

The transformation rules considered by Seki [37] extend Tamaki-Sato's rules to the case of logic programs with negation, but without constraints. One further difference between our rules and those in [37] is that, Seki's folding rule can be used for replacing a clause \( \gamma: \quad H \leftarrow c, G_1, \lnot A, G_2 \) by a new clause \( \gamma_1: \quad H \leftarrow c, G_1, \text{newp}(\ldots), G_2 \), but not by a new clause \( \gamma_2: \quad H \leftarrow c, G_1, \lnot \text{newp}(\ldots), G_2 \). The replacement of clause \( \gamma \) by clause \( \gamma_2 \) is possible by using our folding rule R3n.

For a similar reason, our folding rule differs from the folding rule for stratified constraint logic programs considered by Maher [28]. Moreover, Maher's folding rule does not permit the derivation of recursive clauses, and the derivation of recursive clauses is very important in our method (see Section 6).
Finally, the rule for deleting useless clauses and the contextual constraint replacement rule (except for the particular case of rule R5r) are novel and they are not present in [5, 14, 28, 37].

6. The Specialization Strategy

Now we present the specialization strategy which we use for verifying CTL properties of reactive systems.

Suppose that we are given a reactive system modeled by a Kripke structure $K$, and a CTL formula $\varphi$. We want to verify that, for all initial states $s$, the formula $\varphi$ holds in state $s$, that is, $K, s \models \varphi$. By Theorem 4.1, in order to do this verification it is enough to verify that, for all initial states $s$, $sat(s, \varphi) \in M(P_K)$, where $P_K$ is the locally stratified CLP program constructed according to our Encoding Algorithm.

We start off by introducing the clause $\delta_{\text{in}}$: $sat_{\text{spec}}(X) \leftarrow \text{init}(X), sat(X, \varphi)$, where $sat_{\text{spec}}$ is a new predicate and init$(X)$ is the constraint which specifies the initial states of the system (see Section 4). Then we apply the transformation rules of Section 5, according to the specialization strategy presented below, with the aim of deriving a program $P_{K, \text{spec}}$ containing the fact $sat_{\text{spec}}(X) \leftarrow$. If we succeed in doing so, we have that for all states $s$, if $\text{init}(s)$ holds then $sat(s, \varphi) \in M(P_K)$ (see Theorem 6.2).

Our specialization strategy is divided into three phases, called Phase A, B, and C, respectively.

Phase A starts off by unfolding the definition $\delta$ and then applying the constraint replacement rule for simplifying the constraints as much as possible. By doing so, we derive a new set of clauses, say $\Gamma$. Then we apply a generalization function and we introduce a (possibly empty) set of new definitions of the form $\text{newp}(X) \leftarrow d(X), sat(X, \psi)$ such that we can apply the folding rule w.r.t. each constrained literal $sat(X, \psi)$ or $\neg sat(X, \psi)$ occurring in the body of a clause in $\Gamma$. We iterate unfolding, generalization, and folding steps, for each new definition introduced by generalization, and we stop this iteration when no new definitions are necessary for applying the folding rule w.r.t. all (positive or negative) occurrences of $sat$ literals, because we can fold those occurrences by using definitions which have been already introduced.

Below we will present the generalization function which ensures that a finite set of definitions will be introduced and, thus, Phase A of the specialization strategy always terminates (see Theorem 6.3). At the end of Phase A we derive a program $P_A$ where the (positive or negative) dependencies among $sat$ atoms have been lifted to dependencies among newly introduced predicates. In particular, due to the structure of the CTL formulas which occur as second arguments of the predicate $sat$, we always derive a stratified program. This property will be exploited during Phase C.

In order to derive a program $P_{K, \text{spec}}$ which contains the fact $sat_{\text{spec}}(X) \leftarrow$, that is, a program where $sat_{\text{spec}}(X)$ is valid, we may need to derive programs where the atoms of the form $\text{newp}(X)$ are either valid or failed. This can be accomplished during Phases B and C of our specialization strategy by applying the following rules: (i) positive and negative unfolding, (ii) removal of useless and subsumed clauses, and (iii) constraint replacement, as the following example illustrates.

**Example 3.** Let us assume that the output of Phase A is the following program $P_A$:

1. $sat_{\text{spec}}(X) \leftarrow X = 0, \text{newsat1}(X), \neg \text{newsat2}(X)$
2. $\text{newsat1}(X) \leftarrow X \geq 0$
3. $\text{newsat1}(X) \leftarrow X \geq 0, Y = X + 1, \text{newsat1}(Y)$
4. $\text{newsat2}(X) \leftarrow X \geq 0, Y = X - 1, \text{newsat2}(Y)$
Suppose that $\text{init}(X)$ is the constraint $X = 0$ in clause 1. From $P_A$ we want to derive a program containing the fact $\text{sat}_{\text{spec}}(X) \leftarrow$. In order to do so, we first derive a program where $\text{newsat}_1(X)$ is valid and $\text{newsat}_2(X)$ is failed. We proceed as follows. We notice that the constraint $X \geq 0$ in the body of clause 2 is redundant because it is implied by the constraint which holds at each call of $\text{newsat}_1(X)$. Indeed, for $\text{newsat}_1(X)$ in the body of clause 1 we have that $X = 0$ holds, and for $\text{newsat}_1(Y)$ in the body of clause 3, we have that $Y \geq 1$ holds. Thus, by applying the contextual constraint replacement rule we replace clause 2 by the fact:

5. $\text{newsat}_1(X) \leftarrow$

that is, we derive a program where $\text{newsat}_1(X)$ is valid. Thus, by applying rule R4s we may delete clause 3. Next, we notice that clause 4 is useless and, by applying rule R4u, we can delete it and we derive a program where $\text{newsat}_2(X)$ is failed. Now, by positive and negative unfolding, from clause 1 we derive the clause:

6. $\text{sat}_{\text{spec}}(X) \leftarrow X = 0$.

Since we want to derive a fact which holds for the initial state where the constraint $X = 0$ is true, by applying the contextual constraint replacement rule we replace clause 6 by the fact:

7. $\text{sat}_{\text{spec}}(X) \leftarrow$

During Phase B of the specialization strategy described in Section 6, we delete redundant constraints (in our example above, the constraint $X \geq 0$ in the body of clause 2 and the constraint $X = 0$ in the body of clause 6), by using the contextual constraint replacement rule R5.

During Phase C of the strategy, we derive valid and failed atoms (in our example above, $\text{newsat}_1(X)$ and $\text{newsat}_2(X)$, respectively). In particular, during that phase, we work bottom-up on the strata of the program (recall that at the end of Phase A we always derive a stratified program), and we simplify the definition of every predicate symbol $\text{newp}$ occurring in the program, with the aim of deriving either the fact $\text{newp}(X) \leftarrow$ or the empty definition.

6.1. The Generalization Function

Now we present the generalization function $\text{gen}$ used during Phase A of the specialization strategy for introducing new clauses by using the constrained atomic definition rule. During the Generalization Step of Phase A, given a call pattern of the form $(c(X), \text{sat}(X, \psi))$, we introduce a new definition of the form $\eta$: $\text{newp}(X) \leftarrow \text{gen}(c(X)), \text{sat}(X, \psi)$ where $\text{gen}(c(X))$ is a constraint such that $\mathcal{D} \models \forall X (c(X) \rightarrow \text{gen}(c(X)))$. This condition ensures that the clause where the call pattern $(c(X), \text{sat}(X, \psi))$ occurs, can be folded by using $\eta$. Moreover, we will define $\text{gen}(c(X))$ so that it is the least constraint, in the sense specified below, which makes it possible to fold. This minimality condition is motivated by the fact that, as already remarked at the end of Section 2, generalization should be applied with parsimony, because it may prevent the proof of the property of interest.

An important feature of the $\text{gen}$ function is that it has a finite codomain and thus, for any CTL formula $\psi$, a finite number of new definitions of the form $\text{newp}(X) \leftarrow \text{gen}(c(X)), \text{sat}(X, \psi)$ can be introduced. This fact ensures that the specialization strategy always terminates. As already mentioned, by doing so we obtain a method which is incomplete, in the sense that there exist properties of infinite state systems that cannot be proved. However, we will show in Section 7 that several interesting properties can indeed be proved by using the proposed generalization function.

The codomain of $\text{gen}$ is the finite set $\mathcal{C}(E)$ of constraints constructed as follows. Let $X$ be a variable ranging over the states of $\mathcal{K}$. We assume that every clause in $P_E \cup \{\delta_m\}$ is written
by using $X$ as the first argument of the head. Thus, every clause in $P_K \cup \{\delta_{in}\}$ is either of the form $\text{sat}(X, \psi) \leftarrow c, G$ or of the form $\text{sat}_{\text{spec}}(X) \leftarrow c, G$. We consider the set $E_K$ of constraints $e$ such that: (i) $e$ is a basic constraint, (ii) there exists a clause $H \leftarrow e, G$ in $P_K \cup \{\delta_{in}\}$ such that $\text{solve}(e, X) = e \land d$ for some constraint $d$. We assume that Property P of Section 4 holds. Let us also consider the set $E_{neg}$ of basic constraints $e'$ such that there exists a basic constraint $e \in E_K$ such that the partition of $\neg e$ is of the form $c_1 \lor \ldots \lor (e' \land d) \lor \ldots \lor c_m$ for some constraint $d$. We define the following set of basic constraints: $E = E_K \cup E_{neg}$. We identify two elements $e$ and $e'$ in $E$ iff $D \models \forall (e \leftrightarrow e')$. Let $C(E)$ be the smallest set of constraints including true, all constraints in $E$, and closed w.r.t. $\land$. By construction, $C(E)$ is a finite set.

We define $\text{gen}(c)$ as the least constraint in $C(E)$ w.r.t. the implication ordering, such that $D \models \forall (c \rightarrow \text{gen}(c))$. The constraint $\text{gen}(c)$ can be computed by applying the algorithm described below. This algorithm performs a breadth-first visit of the directed acyclic graph $G$ which is constructed as follows: (i) the vertices of $G$ are the constraints in $E$, and (ii) there exists an edge from $e$ to $e'$ iff (ii.1) $e$ and $e'$ are distinct, (ii.2) $D \models \forall (e \rightarrow e')$, and (ii.3) there is no $d \in E$, distinct from $e$ and $e'$, such that $D \models \forall ((e \rightarrow d) \land (d \rightarrow e'))$. Given a vertex $e$ of $G$, we denote by $\text{Reach}(e)$ the set of vertices which are reachable from $e$.

### The Algorithm for Constraint Generalization

**Input:** the constraint $c$ to be generalized and the graph $G$.

**Output:** a constraint $d \in C(E)$ such that (i) $D \models \forall (c \rightarrow d)$ and (ii) for all $e \in C(E)$ if $D \models \forall (c \rightarrow e)$ then $D \models \forall (d \rightarrow e)$.

$d := \text{true};$

$\text{ToBeVisited} := E;$

Let $\text{Current}$ be the set of vertices of $G$ with no incoming edges;

for each vertex $e \in \text{Current}$ do

if $D \models \forall (c \rightarrow e)$ then

$d := d \land e;$

$\text{Current} := \text{Current} \setminus \{e\};$

$\text{ToBeVisited} := \text{ToBeVisited} \setminus (\{e\} \cup \text{Reach}(e))$

else

$\text{Current} := (\text{Current} \setminus \{e\}) \cup \{e' \in \text{ToBeVisited} \mid \text{there is an edge from } e \text{ to } e'\}$

$\text{ToBeVisited} := \text{ToBeVisited} \setminus \{e\}$

end-for

### 6.2. The Strategy for Specializing CLP Programs

Now we present the specialization strategy which we use for verifying CTL properties of reactive systems. Let $K$ be a Kripke structure based on a constraint domain $D$ and let $P_K$ be the locally stratified program constructed by the Encoding Algorithm described in Section 4.

#### The Specialization Strategy

**Input:** (i) The program $P_K$ and (ii) a constrained atom $(\text{init}(X), \text{sat}(X, \varphi))$.

**Output:** (i) A specialized program $P_{K,spec}$ and (ii) a new predicate symbol $\text{sat}_{\text{spec}}$ such that, for all states $s \in D$, if $D \models \text{init}(s)$ then $\text{sat}(s, \varphi) \in M(P_K)$ iff $\text{sat}_{\text{spec}}(s) \in M(P_{K,spec})$.

**Phase A.** We use the following three variables: (1) $P_A$, which denotes the output program of this phase, (2) $Defs$, which denotes the set of definitions introduced during the specialization
process, and (3) *NewDefs*, which denotes the set of definitions which have been introduced but not yet unfolded. Let *Elem* be the set of elementary properties of the Kripke structure *K*.

Introduce the clause $\delta_{in} : \text{sat}_{spec}(X) \leftarrow \text{init}(X), \text{sat}(X, \varphi)$ by applying the constrained atomic definition rule R1.

$$P_A := \emptyset; \quad \text{Defs} := \{\delta_{in}\}; \quad \text{NewDefs} := \{\delta_{in}\};$$

while there exists a clause $\nu \in \text{NewDefs}$ do

$$\text{NewDefs} := \text{NewDefs} - \{\nu\};$$

1. **Unfolding-Replacement.**

Let $\Delta$ be the set of clauses derived by unfolding $\nu$ w.r.t. the atom in $bd(\nu)$;

while there exists a clause $\gamma$ in $\Delta$ of the form $H \leftarrow c, G_1, \text{sat}(X, \psi), G_2$, where $\psi$ belongs to *Elem* or $\psi$ is of the form $\neg \psi_1$ or $\psi$ is of the form $\psi_1 \land \psi_2$ do

replace $\gamma$ in $\Delta$ by the set of clauses derived by unfolding $\gamma$ w.r.t. $\text{sat}(X, \psi)$

end-while

Let $\Gamma$ be the set of clauses obtained from $\Delta$ by: (i) applying rule R4f whereby removing all clauses with an unsatisfiable constraint in the body, and (ii) applying rule R5r whereby replacing each clause of the form $H \leftarrow c, G$ by $H \leftarrow \text{solve}(c, Y), G$, where $Y = FV(c) \cap \text{vars}(\{H, G\})$;

2. **Generalization.**

for every (possibly renamed) call pattern $(c(X), \text{sat}(X, \psi)) \in \text{CP}(\Gamma)$ do

if there is no clause in *Defs* whose body is $(\text{gen}(c(X)), \text{sat}(X, \psi))$ then introduce the definition $\eta : \text{newp}(X) \leftarrow \text{gen}(c(X)), \text{sat}(X, \psi)$ by applying rule R1;

$$\text{Defs} := \text{Defs} \cup \{\eta\}; \quad \text{NewDefs} := \text{NewDefs} \cup \{\eta\};$$

end-for

3. **Folding.**

while there exists a clause $\gamma$ in $\Gamma$ of the form $H \leftarrow c, G_1, L, G_2$, where $L$ is either an atom $\text{sat}(X, \psi)$ or a negated atom $\neg \text{sat}(X, \psi)$ do

replace $\gamma$ by the clause derived by folding $\gamma$ w.r.t. $L$ using a clause in *Defs*

end-while

$$P_A := P_A \cup \Gamma;$$

end-while

**Phase B.** This Phase of the specialization strategy takes the output program $P_A$ of Phase A as input and returns a new program $P_B$.

$$P_B := \emptyset;$$

Let $\mathbf{C}$ be $(\text{init}(X), \text{sat}_{spec}(X)) \cup \text{CP}(P_A)$, where $\text{CP}(P_A)$ is the set of call patterns in $P_A$ (see Definition 3);

for every renamed apart clause $\gamma$ in $P_A$ of the form $H \leftarrow c_1, \ldots, c_n, G,$ with $c_1, \ldots, c_n$ are basic constraints do

apply the contextual constraint replacement rule w.r.t. $\mathbf{C}$ and derive a new clause $\gamma'$ by deleting, for $i = 1, \ldots, n$, the constraint $c_i$ if, for every constrained atom $(c, \text{Atom})$ in $\mathbf{C}$, $D \models (c \land \text{Atom} = H) \rightarrow c_i$;

$$P_B := P_B \cup \{\gamma'\};$$

end-for

**Phase C.** This Phase of the specialization strategy takes as input the output program $P_B$ of Phase B and returns the final, specialized program $P_{K, spec}$. Let $S_1, \ldots, S_n$ be a stratification of program $P_B$ (see Lemma 6.1 below).
\[ P_{k, \text{spec}} := \emptyset; \]

\[
\text{for } i := 1, \ldots, n \text{ do}
\]

\[
\text{repeat}
\]

\[
S := S_i;
\]

Apply to \( S_i \), as long as possible, the clause removal rule \( R4s; \)

Apply to \( S_i \), as long as possible, the positive unfolding rule \( R2p \) and the negative unfolding rule \( R2n \) w.r.t. the valid and failed atoms occurring in \( S_i \cup \ldots \cup S_i; \)

\[
\text{for all clauses in } S_i \text{ of the form } H \leftarrow c \text{ do}
\]

\[
\text{if } D \models \forall Y c \text{ where } Y = FV(c) \rightarrow \text{vars}(H)
\]

then apply the constraint replacement rule \( R5r \) and replace \( H \leftarrow c \) by the fact \( H \leftarrow \)

\[
\text{until } S = S_i;
\]

Apply the clause removal rule \( R4n \) for removing the useless clauses from \( S_i; \)

\[
P_{k, \text{spec}} := P_{k, \text{spec}} \cup S_i
\]

\[
\text{end-for}
\]

The two Theorems 6.2 and 6.3 below, establish the correctness and the termination of our specialization strategy. We first need the following lemma.

**Lemma 6.1.** Let \( P_A \) and \( P_B \) the output programs of Phase A and Phase B, respectively, of the specialization strategy. Then \( P_A \) and \( P_B \) are stratified.

**Proof.** Program \( P_A \) is stratified w.r.t. the level mapping \( \lambda \) defined as follows: \( \lambda(\text{newp}) = \text{length}(\psi) \), where the definition of \( \text{newp} \) in \( \text{Defs} \) is \( \text{newp}(X) \leftarrow \text{sat}(X, \psi) \).

Indeed, by construction, for every clause \( \gamma \) in \( P_A \) of the form \( \text{newp}(X) \leftarrow c, G \) and for all literals \( L \) in \( G \) we have that:

1. if \( L \) is of the form \( \text{newq}(Y) \) then \( \lambda(\text{newq}) \leq \lambda(\text{newp}) \), and
2. if \( L \) is of the form \( \neg\text{newq}(Y) \) then \( \lambda(\text{newq}) < \lambda(\text{newp}) \).

Since in Phase B we use the contextual constraint replacement rule only, by Corollary 5.3 program \( P_B \) is stratified. \( \Box \)

**Theorem 6.2.** [Correctness of the Specialization Strategy] Let \( K \) be a Kripke structure based on a constraint domain \( D \) and let \( P_K \) be the locally stratified program constructed by the Encoding Algorithm. Let \( \text{init}(X) \) be the constraint which specifies the set of initial states and let \( \varphi \) be a CTL formula. By applying the specialization strategy to the input program \( P_K \) and the constrained atom \( \text{init}(X), \text{sat}(X, \varphi) \), we obtain: (i) a specialized program \( P_{K, \text{spec}} \) and (ii) a new predicate symbol \( \text{sat}_{\text{spec}} \) such that, for all states \( s \in D \), if \( D \models \text{init}(s) \) then \( \text{sat}(s, \varphi) \in M(P_K) \) if \( \text{sat}_{\text{spec}}(s) \in M(P_{K, \text{spec}}) \).

**Proof.** Let \( \delta_{\text{in}} \) be the initial definition \( \text{sat}_{\text{spec}}(X) \leftarrow \text{init}(X), \text{sat}(X, \varphi) \) and let \( s \) be a state such that \( D \models \text{init}(s) \). Let us consider the final values of \( \text{Defs} \) (i.e., the set of definitions introduced during Phase A), \( P_A \) (i.e., the output program of Phase A), and \( P_B \) (i.e., the output program of Phase B). We have that:

\[
\text{sat}(s, \varphi) \in M(P_K) \text{ iff } \text{sat}_{\text{spec}}(s) \in M(P_K \cup \{ \delta_{\text{in}} \})
\]

(by the definition of \( M \), because \( \text{Def}(\text{sat}_{\text{spec}}, P_K \cup \{ \delta_{\text{in}} \}) = \{ \delta_{\text{in}} \} \))

iff \( \text{sat}_{\text{spec}}(s) \in M(P_K \cup \text{Defs}) \)

(because \( \text{Def}(\text{sat}_{\text{spec}}, \text{Defs}) = \{ \delta_{\text{in}} \} \))
iff \( sat_{spec}(s) \in M(P_K \cup P_A) \)
(by Theorem 5.1)

iff \( sat_{spec}(s) \in M(P_K) \cup M(P_A) \)
(because there is no predicate symbol occurring both in \( P_K \) and in \( P_A \))

iff \( sat_{spec}(s) \in M(P_A) \)
(because \( sat \) is the only predicate symbol occurring in \( P_K \)).

Now, we show that \( sat_{spec}(s) \in M(P_A) \) iff \( sat_{spec}(s) \in M(P_B) \). Let \( C \) be the set of constrained atoms considered at the beginning of Phase B. Since: (i) by Lemma 6.1 \( P_A \) is stratified, (ii) \( C \supseteq CP(P_A) \), (iii) \( \text{init}(X), sat_{spec}(X)) \in C \), and (iv) \( D \models \text{init}(s) \), then by Corollary 5.3 we have that, \( sat_{spec}(s) \in M(P_A) \) iff \( sat_{spec}(s) \in M(P_B) \).

Finally, we have that \( sat_{spec}(s, \varphi) \in M(P_B) \) iff \( sat_{spec}(s) \in M(P_K, spec) \). Indeed, during Phase C rule R1 is not applied and rule R5 is applied only in its restricted form R5r and, thus, by Theorem 5.1, we have that \( M(P_B) = M(P_K, spec) \). \( \square \)

**Theorem 6.3.** The specialization strategy always terminates.

**Proof.** We prove the termination of Phase A, Phase B, and Phase C separately.

**Termination of Phase A.** Let us first show the termination of each application of Steps 1, 2, and 3.

**Termination of Step 1.** Let us consider an application of Step 1 starting from a definition \( \nu \). Let \( T \) be the tree constructed as follows: (i) the root of \( T \) is the definition \( \nu \) and (ii) for any two nodes \( \nu_1 \) and \( \nu_2 \) in \( T \), \( \nu_2 \) is a child of \( \nu_1 \) iff \( \nu_2 \) is obtained by unfolding \( \nu_1 \). Since the input program \( P_K \) constructed by the Encoding Algorithm is finite, each application of the unfolding rule w.r.t. an atom of the form \( sat(X, \psi) \) produces a finite number of clauses. Thus, every node of \( T \) has a finite number of children. Now, we show that every path in \( T \) is finite. Let us consider the well-founded ordering \( >_a \) over atoms defined as follows. For all atoms of the form \( sat(X, \psi_1) \) and \( sat(Y, \psi_2) \), \( sat(X, \psi_1) >_a sat(Y, \psi_2) \) iff \( \text{length}(\psi_1) > \text{length}(\psi_2) \). Let \( >_c \) be the well-founded ordering over clauses defined as follows. For all clauses \( \psi_1: H_1 \leftarrow c, G_1 \), \( \psi_2: H_2 \leftarrow d, G_2 \), \( \psi_1 >_c \psi_2 \) iff \( G_2 \) can be obtained from \( G_1 \) by replacing a literal \( L \) of the form \( A \) or \( \neg A \) by a conjunction of literals \( L_1, \ldots, L_n \) such that, for all \( i = 1, \ldots, n, L_i \) is of the form \( A_i \) or \( \neg A_i \) and \( A >_a A_i \). Now notice that, the unfolding rule is applied w.r.t. atoms of the form \( sat(X, \psi) \), where either \( \psi \) belongs to \( Elem \) or \( \psi \) is of the form \( \neg \psi_1 \) or \( \psi \) is of the form \( \psi_1 \land \psi_2 \). Moreover, by the construction of \( P_K \), this application of the unfolding rule replaces the atom \( sat(X, \psi) \) by a constrained goal of the form \( c, sat(X_1, \psi_1), \ldots, sat(X_k, \psi_k) \), where \( k \geq 0 \) and, for \( i = 1, \ldots, k, \psi_i \) is a proper subformula of \( \psi \). Thus, if \( \psi_2 \) is a child of \( \psi_1 \) in \( T \) then \( \psi_1 >_c \psi_2 \). This proves that there exist no infinite paths in \( T \) and therefore the set of nodes of \( T \) is finite. Thus, also the set of clauses derived by applications of the unfolding rule during Step 1 is finite. Since we perform at most one application of the clause removal rule or the constraint replacement rule to the clauses derived by unfolding, we have that Step 1 terminates.

**Termination of Steps 2 and 3.** It is guaranteed by the following two facts: (i) the set \( \Gamma \) of clauses is finite, and (ii) every clause contains a finite number of literals in its body, and thus, there is only a finite number of call patterns.

Now we prove the termination of Phase A. The number of iterations of the outermost while-loop is equal to the number of definitions introduced during the applications of Step 2. Thus, the termination of Phase A follows from the fact that only a finite number of definitions are introduced. Indeed, every application of the constrained atomic definition rule performed at
Step 2 introduces a clause $\nu$ of the form $neq(X) \leftarrow gen(c(X)), sat(X, \psi)$ where: (i) $gen$ is a function with a finite codomain (see Section 6.1), (ii) $\psi$ is a subformula of the initial CTL formula $\varphi$, and (iii) the body of $\nu$ is not a variant of the body of any clause introduced by previous applications of the definition rule.

Termination of Phase $B$. Phase $B$ terminates because the input program $P_B$ is finite and in every clause there is a finite number of basic constraints.

Termination of Phase $C$. It follows from the following facts: (i) the input program $P_B$ is stratified (see Lemma 6.1), and (ii) each application of a transformation rule in the repeat-loop removes either a clause or a constraint or a literal. \hfill \square

Now, we can prove the soundness of our verification method based on program specialization.

**Theorem 6.4.** [Soundness of the Verification Method] Let $K$ be a Kripke structure whose initial states are specified by the constraint $init(X)$, and let $\varphi$ be a CTL formula. Let $P_K$ be the locally stratified CLP program constructed by using the Encoding Algorithm. Let the predicate $sat_{spec}$ and the program $P_{K, spec}$ be the output of the specialization strategy. If the fact $sat_{spec}(X) \leftarrow$ occurs in $P_{K, spec}$ then $K, s \models \varphi$ holds for all initial states $s$ of $K$.

**Proof.** Let $s$ be an initial state of $K$, that is, $D \models init(s)$. Since the fact $sat_{spec}(X) \leftarrow$ occurs in $P_{K, spec}$ then $sat_{spec}(s) \in M(P_{K, spec})$ and, by the correctness of the specialization strategy (see Theorem 6.2), we have that $sat(s, \varphi) \in M(P_K)$. Thus, by the correctness of the Encoding Algorithm (see Theorem 4.1), $K, s \models \varphi$ holds. \hfill \square

### 6.3. An Example of Application of the Specialization Strategy

Let us consider the Kripke structure $K$ presented in Example 2 and let $P_K$ be the program constructed by using the Encoding Algorithm. We will verify that $K, \langle a, 0 \rangle \models \neg AF \neg neg$, where $neg$ holds in a state $\langle X_1, X_2 \rangle$ iff $X_2 < 0$, by proving that $sat(a, 0, \neg AF \neg neg) \in M(P_K)$. We will do so by applying the specialization strategy to the input program $P_K$ and the constrained atom $X_1 = a, X_2 = 0, sat(X_1, X_2, \neg AF \neg neg)$. The specialization strategy will start off by introducing the clause:

1. $sat_{spec}(X_1, X_2) \leftarrow X_1 = a, X_2 = 0, sat(X_1, X_2, \neg AF \neg neg)$

The proof of the property of interest will consist in deriving the clause:

$sat_{spec}(X_1, X_2) \leftarrow$

The generalization function $gen$ to be used during the application of the strategy is defined as follows. The set $E_K$ of constraints computed from $P_K \cup \{1\}$ as indicated in Section 6.1 is \{X_2 < 0, X_1 = a, X_2 \leq 0, X_2 > 0, X_1 = b, X_2 = 0\}. The partition of $\neg X_2 < 0$ is $X_2 \geq 0$ and the partitions of the negations of the other constraints in $E_K$ generate constraints in $E_K$. Thus, the set $E$ of constraints is defined as follows:

$E = E_K \cup \{X_2 \geq 0\}$

Let $C(E)$ be the closure of $\{true\} \cup E$ w.r.t. conjunction (see Section 6.1). Then, given a constraint $c(X_1, X_2)$, $gen(c(X_1, X_2))$ is the least constraint in $C(E)$ w.r.t. the implication ordering, such that $D \models \forall X_1 \forall X_2 (c(X_1, X_2) \rightarrow gen(c(X_1, X_2)))$.

Let us now describe how the specialization strategy works in our example.

**Phase $A$.**

We start off by introducing the definition clause 1 in $Defs$ and $NewDefs$. 
First iteration.

**Step 1: Unfolding-Replacement.** We apply the unfolding rule to clause 1 w.r.t. the atom in its body and we derive:

2. $\text{sat}_{\text{spec}}(X_1, X_2) \leftarrow X_1 = a, X_2 = 0, \neg \text{sat}(X_1, X_2, AF\ neg)$

**Step 2: Generalization.** The only call pattern in clause 2 is:

$X_1 = a, X_2 = 0, \text{sat}(X_1, X_2, AF\ neg)$

Since, the generalization of $X_1 = a, X_2 = 0$ is $X_1 = a, X_2 = 0$ itself, we introduce the following new definition:

3. $\text{newsat}1(X_1, X_2) \leftarrow X_1 = a, X_2 = 0, \text{sat}(X_1, X_2, AF\ neg)$

Thus, $\text{Defs} = \{d1, d3\}$.

**Step 3: Folding.** By folding clause 2 using clause 3, we derive:

4. $\text{sat}_{\text{spec}}(X_1, X_2) \leftarrow X_1 = a, X_2 = 0, \neg \text{newsat}1(X_1, X_2)$

Now, $\text{NewDefs} = \{3\}$ and we iterate the specialization process as follows.

Second iteration.

**Step 1: Unfolding-Replacement.** We apply the unfolding and constraint replacement rules to clause 3 and we derive:

5. $\text{newsat}1(X_1, X_2) \leftarrow X_1 = a, X_2 = 2, \text{sat}(X_1, X_2, AF\ neg)$

**Step 2: Generalization.** The only call pattern in clause 5 is:

$X_1 = a, X_2 = 2, \text{sat}(X_1, X_2, AF\ neg)$

The generalization of the constraint $X_1 = a \land X_2 = 2$ is $X_1 = a, X_2 > 0$ and, thus, we introduce the following new definition:

6. $\text{newsat}2(X_1, X_2) \leftarrow X_1 = a, X_2 > 0, \text{sat}(X_1, X_2, AF\ neg)$

$\text{Defs} = \{1, 3, 6\}$.

**Step 3: Folding.** By folding clause 5 using clause 6, we derive:

7. $\text{newsat}1(X_1, X_2) \leftarrow X_1 = a, X_2 = 2, \text{newsat}2(X_1, X_2)$

Since $\text{NewDefs} = \{6\}$ we iterate the specialization process as follows.

Third iteration.

**Step 1: Unfolding-Replacement.** By unfolding and constraint replacement, from clause 6 we derive:

8. $\text{newsat}2(X_1, X_2) \leftarrow X_1 = a, X_2 > 0, X_3 = X_2 + 2, X_4 = b,
\text{sat}(X_1, X_3, AF\ neg), \text{sat}(X_4, X_2, AF\ neg)$

**Step 2: Generalization.** The call patterns in clause 8 are (after variable renaming):

$X_1 = a, X_2 > 2, \text{sat}(X_1, X_2, AF\ neg)$

$X_1 = b, X_2 > 0, \text{sat}(X_1, X_2, AF\ neg)$

We consider the first call pattern. The generalization of the constraint $X_1 = a, X_2 > 2$ is the constraint $X_1 = a, X_2 > 0$ and, since the constrained atom $X_1 = a, X_2 > 0, \text{sat}(X_1, X_2, AF\ neg)$ is the body of clause 6 in $\text{Defs}$, we do not introduce a new definition for this constrained atom.

Now we consider the second call pattern in clause 8. Since the generalization of $X_1 = b, X_2 > 0$ is $X_1 = b, X_2 > 0$ itself and no clause in $\text{Defs}$ has body $X_1 = b, X_2 > 0, \text{sat}(X_1, X_2, AF\ neg)$, we introduce the definition:
9. newsat3(X₁, X₂) ← X₁ = b, X₂ > 0, sat(X₁, X₂, AF neg)

Thus, Defs is {1, 3, 6, 9}.

**Step 3: Folding.** By folding using clauses 6 and 9, from clause 8 we derive:

10. newsat2(X₁, X₂) ← X₁ = a, X₂ > 0, X₃ = X₂ + 2, X₄ = b,
    newsat2(X₁, X₃), newsat3(X₄, X₂)

Now, NewDefs = {9} and we perform one more iteration of the specialization process.

**Fourth iteration.**

**Step 1: Unfolding-Replacement.** We now proceed by applying the unfolding and constraint replacement rules to clause 9 and we derive:

11. newsat3(X₁, X₂) ← X₁ = b, X₂ > 0, X₃ = X₂ + 1, sat(X₁, X₃, AF neg)

**Step 2: Generalization.** The only call pattern in clause 11 is (after variable renaming): X₁ = b, X₂ > 1, sat(X₁, X₂, AF neg). The generalization of X₁ = b, X₂ > 1 is X₁ = b, X₂ > 0. Since X₁ = b, X₂ > 0, sat(X₁, X₂, AF neg) is the body of clause 9 in Defs, we need not introduce any new definition.

**Step 3: Folding.** By folding clause 11 using 9, we derive:

12. newsat3(X₁, X₂) ← X₁ = b, X₂ > 0, X₃ = X₂ + 1, newsat3(X₁, X₃)

Since there are no definitions in NewDefs we conclude Phase A with the following program P₁:

4. sat_spec(X₁, X₂) ← X₁ = a, X₂ = 0, ¬newsat1(X₁, X₂)
7. newsat1(X₁, X₂) ← X₁ = a, X₂ = 2, newsat2(X₁, X₂)
10. newsat2(X₁, X₂) ← X₁ = a, X₂ > 0, X₃ = X₂ + 2, X₄ = b,
    newsat2(X₁, X₃), newsat3(X₄, X₂)
12. newsat3(X₁, X₂) ← X₁ = b, X₂ > 0, X₃ = X₂ + 1, newsat3(X₁, X₃)

**Phase B.**

We consider the set C consisting of the following constrained atoms:

cp1. X₁ = a, X₂ = 0, sat_spec(X₁, X₂)
cp2. X₁ = a, X₂ = 0, newsat1(X₁, X₂)
cp3. X₁ = a, X₂ = 2, newsat2(X₁, X₂)
cp4. X₁ = a, X₂ > 2, newsat2(X₁, X₂)
cp5. X₁ = b, X₂ > 0, newsat3(X₁, X₂)
cp6. X₁ = b, X₂ > 1, newsat3(X₁, X₂)

where the constraint in cp1 is init(X₁, X₂) and {cp2, cp3, cp4, cp5, cp6} is the set CP(P₁) of the call patterns in P₁ (after variable renaming). We apply the contextual constraint replacement rule for deleting redundant constraints from the clauses of P₁ as follows. We delete the constraint X₁ = a, X₂ = 0 from clause 4, because it is implied by the constraint in cp1, and we derive the following clause:

13. sat_spec(X₁, X₂) ← ¬newsat1(X₁, X₂)

We also delete the constraint X₂ > 0 from clause 10, because it is implied by the constraints of the call patterns cp3 and cp4 of newsat2(X₁, X₂). We derive the following clause:

14. newsat2(X₁, X₂) ← X₁ = a, X₃ = X₂ + 2, X₄ = b,
    newsat2(X₁, X₃), newsat3(X₄, X₂)

Similarly, we remove the constraint X₂ > 0 from clause 12 thereby obtaining the clause:

15. newsat3(X₁, X₂) ← X₁ = b, X₃ = X₂ + 1, newsat3(X₁, X₃)
Thus, we end Phase B with program $P_B$ consisting of clauses 13, 7, 14, and 15.

**Phase C.**

We compute a stratification of the program $P_B$ and we get $P_B = S_1 \cup S_2$, where $S_1 = \{7, 14, 15\}$ and $S_2 = \{13\}$. Then, we process the two strata of $P_B$ as follows.

**Stratum $S_1$.** Since the predicates $newsat1$, $newsat2$, and $newsat3$ are useless in $S_1$, we remove their definitions and we derive $S_1 = \emptyset$.

**Stratum $S_2$.** The atom $newsat1(X_1, X_2)$ is failed in the program $S_1 \cup S_2$, which contains clause 13 only. Thus, by applying the negative unfolding rule $R2n$ to clause 13, we derive our final, specialized program $P_{\text{C,spec}}$ which consists of the following clause:

16. $\text{sat}_{\text{spec}}(X_1, X_2) \leftarrow$

Thus, as desired, we have proved that $\mathcal{K}, \langle a, 0 \rangle \models \neg AF \neg e$ holds.

### 7. Examples of Protocol Verification via Specialization

Now we present the verification of three protocols by using our method based on program specialization: (i) the Bakery Protocol [23], (ii) the Ticket Protocol [2], and the Bounded Buffer Protocol [6].

The Bakery Protocol and the Ticket Protocol ensure mutual exclusion between two concurrent processes $A$ and $B$ trying to access a shared resource. We verified that either of these protocols: (i) indeed guarantees mutually exclusive accesses to the resource, and (ii) will eventually serve a request requesting the resource.

The Bounded Buffer Protocol governs the interaction between two message producers and two message consumers communicating through a shared buffer of limited size. We verified that no message is lost during communications.

The verification of all the temporal properties was performed automatically by using the experimental constraint logic program transformation system MAP [15].

#### 7.1. The Bakery Protocol

The state $s_A$ of process $A$ is represented by a pair $\langle c_A, a \rangle$ where $c_A$ is an element of the set \{think, wait, use\} of control states, and $a$ is a counter which takes as value a non-negative real number (we could have used natural numbers instead, but real numbers allow us a simpler constraint solver for $\mathcal{R}_{\text{ln}}$). Analogously, the state $s_B$ of process $B$ is represented by a pair $\langle c_B, b \rangle$.

The evolution over time of process $A$ is modeled by the transition relation $R_A$ (depicted in Figure 2) which also uses the counter $b$ associated with process $B$:

$$R_A = \{\langle \text{think}, a \rangle, \langle \text{wait}, b + 1 \rangle \} \cup$$

$$\{\langle \text{wait}, a \rangle, \langle \text{use}, a \rangle \mid a < b \text{ or } b = 0 \} \cup$$

$$\{\langle \text{use}, a \rangle, \langle \text{think}, 0 \rangle \}$$

The evolution over time of process $B$ is modeled by an analogous transition relation $R_B$, where $a$ and $b$ are interchanged.

The state of the system resulting by the asynchronous parallel composition of processes $A$ and $B$, is represented by the 4-tuple $\langle c_A, a, c_B, b \rangle$. Thus, the transition relation of the system is (here and in the following examples, for reasons of simplicity, we will feel free to omit some angle brackets):
\[ R = \{ (s_A, s_B, s'_A, s_B) \mid (s_A, s'_A) \in R_A \} \cup \{ (s_A, s_B, s_A, s'_B) \mid (s_B, s'_B) \in R_B \} \]

This system has an infinite number of states, because counters may increase in an unbounded way, as the following computation path illustrates:

\[ \langle \text{think, 0, think, 0} \rangle, \langle \text{wait, 1, think, 0} \rangle, \langle \text{wait, 1, wait, 2} \rangle, \langle \text{use, 1, wait, 2} \rangle, \langle \text{think, 0, wait, 2} \rangle, \langle \text{think, 0, use, 2} \rangle, \langle \text{wait, 3, use, 2} \rangle, \langle \text{wait, 3, think, 0} \rangle, \ldots \]

The set \( I \) of initial states is the singleton \( \{ \langle \text{think, 0, think, 0} \rangle \} \).

We have applied our specialization method to the verification of two properties of the Bakery Protocol: (i) the mutual exclusion property, and (ii) the starvation freedom property. The mutual exclusion property is a safety property which says that ‘the system will never reach a state where both processes are using the shared resource’. The starvation freedom property is a liveness property which says that ‘if a process wants to use a resource then it will eventually get it’. The mutual exclusion property can be expressed by the CTL formula \( \neg EF \text{unsafe} \), where \text{unsafe} is an elementary property which holds iff both processes are in control state \text{use}, that is, for all states \( s \in S \), \text{unsafe} \( \in L(s) \) iff \( s \) is of the form \( \langle \text{use, a, use, b} \rangle \) where \( a \) and \( b \) are non negative real numbers.

The starvation freedom property for a process, say process \( A \), can be expressed by the CTL formula \( \neg EF(\text{wait} \land \neg AF \text{use}) \). The elementary properties \text{wait} and \text{use} hold are defined as follows:

- for all states \( s \in S \), \text{wait} \( \in L(s) \) iff \( s \) is of the form \( \langle \text{wait, a, c}_B, b \rangle \), and
- for all states \( s \in S \), \text{use} \( \in L(s) \) iff \( s \) is of the form \( \langle \text{use, a, c}_B, b \rangle \)

where \( a \) and \( b \) are non negative real numbers and \( c_B \) is an element of \( \{ \text{think, wait, use} \} \).

### 7.2. The Ticket Protocol

The Ticket Protocol [2] provides an alternative solution to the mutual exclusion problem. The interaction of the two processes \( A \) and \( B \) is controlled by a process \( C \) which assigns tickets to \( A \) and \( B \).

The states of the processes \( A \) and \( B \) are represented as for the Bakery Protocol. The state \( s_C \) of process \( C \) is represented by a pair \( (t, n) \) of non negative real numbers, where \( t \) is used for assigning a new ticket to \( A \) or \( B \), and \( n \) provides an upper bound for the value of the tickets required for accessing the critical section.

The overall system is \( (A \mid C) \parallel (B \mid C) \) where \( \mid \) denotes the synchronous parallel composition and \( \parallel \) denotes the asynchronous one. The transitions for \( (A \mid C) \) are specified by the following relation \( R_{A \mid C} \) (see also Figure 3):

\[
R_{A \mid C} = \{ \langle \text{think, a, t, n} \rangle, \langle \text{wait, t, t + 1, n} \rangle \} \cup \\
\{ \langle \text{wait, a, t, n} \rangle, \langle \text{use, a, t, n} \rangle \} \{ a \leq n \} \cup \\
\{ \langle \text{use, a, t, n} \rangle, \langle \text{think, 0, t, n + 1} \rangle \} \]
The transitions for $(B\mid C)$ can be specified by a relation $R_{B\mid C}$, which is obtained replacing $a$ by $b$ in $R_{A\mid C}$.

The state of the overall system is represented by the 6-tuple $\langle c_A, a, c_B, b, t, n \rangle$ and its transition relation is the following:

$$R = \{(s_A, s_B, s_C, s'_A, s'_B, s'_C) \mid \langle s_A, s_C, s'_A, s'_C \rangle \in R_{A\mid C} \} \cup \{(s_A, s_B, s_C, s'_A, s'_B, s'_C) \mid \langle s_B, s_C, s'_B, s'_C \rangle \in R_{B\mid C} \}$$

This system has an infinite number of states, because there is no upper bound to the values of $t$ and $n$.

The set $I$ of the initial states is $\{\langle \text{think}, 0, \text{think}, 0, t, n \rangle \mid t = n \}$.

We have applied our verification method for proving the mutual exclusion property and the starvation freedom property of the Ticket Protocol. The mutual exclusion property can be expressed by the CTL formula $\neg EF\text{ unsafe}$. The elementary property unsafe is defined as follows:

for all states $s \in S$, unsafe $\in L(s)$ iff $s$ is of the form $\langle \text{use}, a, use, b, t, n \rangle$ where $a, b, t$ and $n$ are non negative real numbers.

The starvation freedom property for a process, say process $A$, can be expressed by the CTL formula $\neg EF (wait \land \neg AF use)$. The set of states where the elementary properties wait and use hold can be defined as follows:

for all states $s \in S$, wait $\in L(s)$ iff $s$ is of the form $\langle \text{wait}, a, c_B, b, t, n \rangle$, and

for all states $s \in S$, use $\in L(s)$ iff $s$ is of the form $\langle \text{use}, a, c_B, b, t, n \rangle$

where $a, b, t$, and $n$ are non negative real numbers and $c_B$ is an element of $\{\text{think}, \text{wait}, \text{use}\}$.

7.3. The Bounded Buffer Protocol

The Bounded Buffer Protocol governs the interaction of five processes: two producers $P_1, P_2$, two consumers $C_1, C_2$ and the buffer $B$.

The state $sp_i$ of process $P_i$, where $i \in \{1, 2\}$, is represented by a real number $p_i$ which is the number of messages produced by $P_i$ during the protocol run. Analogously, the state $sc_i$ of process $C_i$, where $i \in \{1, 2\}$, is described by a real number $c_i$ which is the number of messages consumed by $C_i$ during the protocol run. The state $b$ of the buffer $B$ is described by a pair $\langle S, A \rangle$ of real numbers where $S$ denotes the buffer size (which does not change over time) and $A$ denotes the number of available locations.

The overall system is $(P_1 \mid B) || (P_2 \mid B) || (C_1 \mid B) || (C_2 \mid B)$ where the transitions for $(P_i \mid B)$, where $i \in \{1, 2\}$, are specified by the following relation:

$$R_{P_i \mid B} = \{(p_i, S, A), (p_i + 1, S, A - 1) \mid A > 0 \}$$

and the transitions for $(C_i \mid B)$, where $i \in \{1, 2\}$, are specified by the following relation:
\[ R_{C_i | B} = \{ (c_i, S, A), (c_i + 1, S, A + 1) \mid A < S \} \]

The state of the overall system is represented by the 5-tuple \( (sp_1, sp_2, sc_1, sc_2, b) \) and its transition relation is the following:

\[
R = \left( \bigcup_{i \in \{1, 2\}} \{ (sp_1, sp_2, sc_1, sc_2, b) \mid (sp_i, b, sp_i', b') \in R_{F_i | B} \} \right) \cup \\
\left( \bigcup_{i \in \{1, 2\}} \{ (sp_1, sp_2, sc_1, sc_2, b) \mid (sc_1, b, sc_1', b') \in R_{C_i | B} \} \right)
\]

This system has an infinite number of states, because \( sp_1, sp_2, sc_1 \) and \( sc_2 \) do not have an upper bound.

The set \( S_0 \) of initial states is \( \{ (0, 0, 0, 0, (S, A)) \mid A = S \} \).

We have applied our verification method for proving that no message is lost during the evolution of the system, that is, ‘the number of non empty locations in the buffer is equal to the number of messages produced and not consumed’.

This property can be expressed by the CTL formula \( \neg EF \text{ lost} \), where \( \text{lost} \) can be defined as follows:

for all states \( s \in S \) of the form \( (sp_1, sp_2, sc_1, sc_2, (S, A)) \),

\( \text{lost} \in L(s) \) iff \( (S - A > sp_1 + sp_2 - sc_1 - sc_2) \) \lor \( (S - A < sp_1 + sp_2 - sc_1 - sc_2) \).

8. Related Work and Conclusions

In recent years many logic-based techniques have been developed for automatically verifying properties of reactive systems, the most successful of them being model checking [9]. The success of model checking is also due to the use of Binary Decision Diagrams which provide a very compact symbolic representation of a possibly very large, but finite, set of states. In order to overcome this finiteness restriction, some efforts have recently been devoted for dealing with infinite state systems by incorporating into model checking some abstraction and deduction techniques (see [39] for a brief survey).

Recent papers also demonstrate the usefulness of logic programming and constraint logic programming as a basis for the verification of finite or infinite state systems.

In [34] the authors present XMC, a model checking system implemented in the tabulation-based logic programming language XSB[36]. XMC can verify temporal properties expressed in the alternation-free fragment of the \( \mu \)-calculus of finite state reactive systems specified in a CCS-like language. The XMC implementation contains many source-level optimizations which take advantage of the tabulation-based execution mechanism of XSB, thereby achieving performances comparable to those of state-of-the-art model checkers.

A method for the verification of some CTL properties of infinite state concurrent systems using constraint logic programming is described in [11]. Depending on the formula and the system being verified, suitable CLP programs are introduced. The truth of CTL properties is then verified by computing exact and approximated least and greatest fixed points of these programs, but unfortunately there is no guarantee of termination.

In [25] the authors show that a restricted form of partial deduction of logic programs, augmented with abstract interpretation, is sufficient to solve all coverability problems of infinite state Petri nets. Moreover, it is shown how it is possible to compute the Karp-Miller tree and Finkel’s minimal coverability set, by using partial deduction algorithms.

In [32] a model checker is presented for verifying CTL properties of finite state systems, by using CLP programs over finite constraint domains which are closed under conjunction,
disjunction, variable projection and negation. The verification process is performed by executing a CLP program encoding the semantics of CTL in an extended execution model which uses constructive negation and tabled resolution.

In [18] an automatic method for verifying safety properties of infinite state Petri nets with parametric initial markings is presented. The method tries to construct the reachability set of the Petri net being verified by computing the least fixpoint of CLP with Presburger arithmetic constraints. Invariant checking and transformations of Petri nets are used for improving performance.

A method for proving safety and liveness properties for parameterized finite state systems with various network topologies is presented in [35]. The verification process is carried out by proving goal equivalence in logic programs using unfold/fold based program transformation.

Our paper presents a systematic method for verifying CTL properties of infinite state concurrent systems based on a variant of the techniques developed in [17] for specializing constraint logic programs. The main features by which our method may show some advantages w.r.t. the above-mentioned approaches are: (i) we consider infinite state concurrent systems [38] whose transitions can be specified by constraints over a generic domain, (ii) we verify properties specified by using any CTL formula, and (iii) our verification method terminates in all cases.

We have applied our verification method to the familiar examples of: the Bakery Protocol [23], the Ticket Protocol [2], and the Bounded Buffer Protocol. We have proved that the first two protocols ensure mutual exclusion and starvation freedom. We have also proved that no message is lost when complying with the Bounded Buffer Protocol.

We believe that the use of CLP as modeling language together with program specialization as inference system, provides a very flexible and powerful tool for the verification of infinite state systems. Indeed, constraints allow simple representations of infinite sets of values, and the declarativeness of logic programming makes it easy to model a large variety of systems and properties.
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