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Abstract

In this paper the suboptimal polynomial approach is followed to solve the state estimation problem for discrete-time systems subjected to Markovian switching and affected by additive noise (not necessarily Gaussian). The key point for the derivation of the optimal polynomial filter for the considered class of systems is the possibility to represent them as bilinear systems (linear drift with multiplicative noise). This goal is achieved by means of a suitable bilinear state space representation for the Markov jump process and through a suitable state augmentation. By construction, the optimal polynomial filter (of a given degree $\nu$) provides the minimum error variance among all polynomial output transformations of the same degree. It follows that for $\nu > 1$ better performances are obtained with respect to linear filters. Simulation results are reported as a validation of the theory.
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1. Introduction

Switching systems, also denoted hybrid systems or variable structure systems, are receiving a growing attention in recent years because of their importance from an applicative point of view, in that switching phenomena are normally present in many engineering problems (for a survey on hybrid systems control and applications see [3,8,14]). Many authors investigated the problem of state estimation for switching systems. Most papers in literature deal with variable structure systems with the switching coefficients modeled by a finite-state Markov Chain (see e.g. [1,4,7,9,10,12,15] for the discrete-time case and [13,16,17] for the continuous-time case).

In the framework of discrete-time systems, the problem of filtering the state of stochastic switching systems was first formulated in [1]. The authors pointed out the complexity of the exact solution of the problem and proposed an approximate solution. The same problem is considered in [10], where a partial observation of the switching process is assumed, and an almost-recursive implementation of the exact solution is derived. The drawback of this approach is that the complexity of the algorithm grows geometrically with time. In [7] a linear filter is implemented based on a clever use of the characteristic function associated to the Markovian jump. In [9] different approximate state estimators have been analyzed, without assuming observations on the switching process. All estimators proposed in [9] are iterative algorithms over a finite observation time, and do not allow a recursive implementation.

This paper proposes a minimum variance polynomial algorithm for the state estimation of a discrete-time variable structure system driven by Markovian switching coefficients. The polynomial methodology exploits the geometric interpretation of the minimum error variance estimator in a chosen class of measurements transformations. If the considered class of estimators forms a closed linear space, the optimal estimator can be computed as a projection. The polynomial approach considers the closed linear space of all polynomial output transformations of a chosen degree \( \nu \). Recently, this approach has led to important results in the field of suboptimal filtering of non Gaussian linear [5] and bilinear [6] systems. In [11] the authors presented the equations of the optimal linear filter for stochastic switching systems. The filter presented in [11] is equivalent, from a statistical point of view, to the filter proposed in [7] (differences lie on the methodologies adopted). The polynomial filter proposed in this paper improves the performances of linear filters, and this can be particularly appreciated in presence of highly asymmetric non-Gaussian noises.
2. Modeling of switching systems

The aim of this paper is to derive the optimal polynomial filter of a chosen degree \( \nu \) for the class of systems described by the following set of equations:

\[
\begin{align*}
x(k+1) &= A_x(k) x(k) + B_x(k) u(k) + F_x(k) N(k), \quad x(0) = x_0, \quad k \geq 0, \\
y(k) &= C_x(k) x(k) + D_x(k) u(k) + G_x(k) N(k),
\end{align*}
\]

where the state \( x(k) \) is a stochastic variable in \( \mathbb{R}^n \), \( u(k) \) is a deterministic known input in \( \mathbb{R}^p \), \( y(k) \) is the measured output in \( \mathbb{R}^q \). The matrices in (2.1) are forced to assume values on a finite set, depending on the jump parameter \( \mu(k) \), which is a scalar Markov process, with finite range \( \mathcal{R}(\mu) = \{1, \ldots, m\} \subset \mathbb{N} \) and probability transition matrix \( \Pi(k) \) defined by:

\[
\begin{align*}
(\Pi(k))_{ij} &= P(\mu(k+1) = i | \mu(k) = j), \quad i, j = 1, \ldots, m, 
\end{align*}
\]

with initial probability density

\[
P(\mu(0) = i) = p_i, \quad i = 1, \ldots, m, \quad \sum_{i=1}^{m} p_i = 1.
\]

The noise \( \{N(k), k \in \mathbb{N}\} \) is a sequence of zero-mean independent random vectors, taking values in \( \mathbb{R}^b \), with finite and available moments up to the \( 2\nu \)-th degree, named:

\[
\mathbb{E}[N^{[j]}(k)] = \xi_j(k), \quad 0 \leq j \leq 2\nu,
\]

where the superscript \([i]\) denotes the Kronecker power, defined for a given matrix \( M \) by

\[
M^{[0]} = 1, \quad M^{[i]} = M \otimes M^{[i-1]}, \quad i \geq 1,
\]

with \( \otimes \) the standard Kronecker product (for a quick survey on Kronecker products and their principal properties, see [6] and references therein). Note that, according to the noise statistics: \( \xi_0(k) = 1 \) and \( \xi_1(k) = 0 \). Moreover \( N(k) \) is also independent of the Markov chain \( \mu(k) \).

The initial state \( x_0 \) is a random variable, independent of both the noise sequence and the Markov chain, with finite and available moments up to the \( 2\nu \)-th degree, named:

\[
\mathbb{E}[x_0^{[j]}] = \xi_j, \quad 1 \leq j \leq 2\nu.
\]

Throughout the paper the symbol \( I_n \) denotes the identity matrix in \( \mathbb{R}^{n \times n} \). In case of ambiguity, a zero matrix in \( \mathbb{R}^{p \times q} \) is denoted by \( O_{p \times q} \), otherwise, no subscripts are adopted.

As a first step, it is useful to introduce the following state space realization for the multi-values Markov process as established by the following lemma:

**Lemma 2.1.** Let \( \{\theta(k) \in \mathbb{R}^m, k \in \mathbb{N}\} \) be a stochastic sequence assuming values in \( \mathcal{E}_m = \{e_j, j = 1, \ldots, m\} \), the natural basis in \( \mathbb{R}^m \), according to the following stochastic recursive equation:

\[
\theta(k+1) = V(k) \theta(k), \quad \theta(0) = \theta_0, \quad k \in \mathbb{N},
\]

where \( \theta_0 \) is a random variable assuming values in \( \mathcal{E}_m \), with probabilities given by:

\[
P(\theta_0 = e_i) = P(\mu(0) = i) = p_i, \quad i = 1, \ldots, m,
\]
The proof consists in verifying by induction that matrices together with $A$ have the same values with the same probabilities, for each $k \in \mathbb{N}$. Assume, now, that $A$ is of $k$-th order and let $A_{\mu(k)}$, $B_{\mu(k)}$, $C_{\mu(k)}$, $D_{\mu(k)}$, $F_{\mu(k)}$, $G_{\mu(k)}$ be the matrices associated with $A$.

The proof consists of verifying that matrices $A_{\mu(k)}$, $B_{\mu(k)}$, $C_{\mu(k)}$, $D_{\mu(k)}$, $F_{\mu(k)}$, $G_{\mu(k)}$ have the same values with the same probabilities, for each $k \in \mathbb{N}$. Let $k = 0$. Then:

$$P\left( A_{\mu(0)} = A_i \right) = P\left( \mu(0) = i \right) = P\left( \theta_0 = e_i \right) = P\left( \tilde{A} \cdot \left( \theta_0 \otimes I_n \right) = A_i \right), \quad i = 1, \ldots, m. \tag{2.13}$$

Assume, now, that $A_{\mu(k)}$ and $\tilde{A} \cdot \left( \theta(k) \otimes I_n \right)$ have the same probability distribution for a given $k \in \mathbb{N}$, that is:

$$P\left( A_{\mu(k)} = A_i \right) = P\left( \tilde{A} \cdot \left( \theta(k) \otimes I_n \right) = A_i \right), \quad i = 1, \ldots, m. \tag{2.14}$$

Then:

$$P\left( A_{\mu(k+1)} = A_i \right) = P\left( \mu(k+1) = i \right) = \sum_{j=1}^{m} P\left( \mu(k+1) = i | \mu(k) = j \right) P\left( \mu(k) = j \right) = \sum_{j=1}^{m} \left( \Pi(k) \right)_{ij} P\left( A_{\mu(k)} = A_j \right). \tag{2.15}$$
Moreover:
\[
P\left(\bar{A}(\theta(k+1) \otimes I_n) = A_i\right) = P(\theta(k+1) = e_i) = \sum_{j=1}^{m} P(\theta(k+1) = e_i | \theta(k) = e_j) P(\theta(k) = e_j). \tag{2.16}
\]

\(\theta(k)\) assumes values in \(\mathcal{E}_m\) so that, from equation (2.7) it comes that the \(j\)-th column \(V_j(k)\) of matrix \(V(k)\) is the random variable \(\theta(k+1)\) conditioned by \(\theta(k)\) assuming the value \(e_j\). This means that the probability in (2.16) becomes:
\[
P\left(\bar{A}(\theta(k+1) \otimes I_n) = A_i\right) = \sum_{j=1}^{m} P\left(V_j(k) = e_i\right) P\left(\bar{A} \cdot (\theta(k) \otimes I_n) = A_j\right)
= \sum_{j=1}^{m} (\Pi(k))_{ij} P\left(\bar{A} \cdot (\theta(k) \otimes I_n) = A_j\right),
\tag{2.17}
\]
so that, from assumption (2.14), the Lemma is proved by induction. \(\blacksquare\)

Since \(\theta(k) \in \mathcal{E}_m\), the following identity can be easily verified:
\[
\theta^{[2]}(k) = E_2 \theta(k), \quad E_2 = [e_1^{[2]} \cdots e_m^{[2]}]. \tag{2.18}
\]

Moreover, note that, according to its definition, the random matrix \(V(k)\) is independent of \(\theta(k)\) and its mean value is given by the probability transition matrix: \(\mathbb{E}[V(k)] = \Pi(k)\). The following lemma shows some properties concerning the statistics of \(V(k)\).

**Lemma 2.2.** Consider the zero-mean random matrix \(V(k) = V(k) - \Pi(k)\). Then:
\[
\mathbb{E}\left[V_i(k) \otimes V_j(k)\right] = \begin{cases} E_2 \cdot \Pi_i(k) - \Pi_i^{[2]}(k), & i = j, \\ 0, & i \neq j, \end{cases} \tag{2.19}
\]

with \(V_i(k)\) and \(\Pi_i(k)\) the \(i\)-th columns of the matrices \(V(k)\) and \(\Pi(k)\) respectively. Moreover,
\[
\mathbb{E}[V^{[2]}(k)] = \bar{V}_2(k) E_2^T, \quad \bar{V}_2(k) = \begin{bmatrix} \mathbb{E}[V_1^{[2]}(k)] & \cdots & \mathbb{E}[V_m^{[2]}(k)] \end{bmatrix}. \tag{2.20}
\]

**Proof.** Recalling that the columns of \(V(k)\) form a set of independent random vectors, as defined in lemma 2.1, equation (2.19) clearly comes for \(i \neq j\). Let \(i = j\). The range of each column \(V_i(k)\), the same of \(\theta(k)\), is the natural basis in \(\mathbb{R}^m\), so that, according to (2.18), \(V_i^{[2]}(k) = E_2 V_i(k)\). Then
\[
\mathbb{E}[V_i^{[2]}(k)] = \mathbb{E}[V_i^{[2]}(k)] - \Pi_i^{[2]}(k) = \mathbb{E}[E_2 \cdot V_i(k)] - \Pi_i^{[2]}(k) = E_2 \cdot \Pi_i(k) - \Pi_i^{[2]}(k). \tag{2.21}
\]

In order to show (2.20), note that \(V(k) = \sum_{i=1}^{m} V_i(k) e_i^T\). Then
\[
V^{[2]}(k) = \sum_{i=1}^{m} \sum_{j=1}^{m} (V_i(k)e_i^T) \otimes (V_j(k)e_j^T) = \sum_{i=1}^{m} \sum_{j=1}^{m} (V_i(k) \otimes V_j(k))(e_i^T \otimes e_j^T). \tag{2.22}
\]

According to (2.19) the mean value of \(V^{[2]}(k)\) is:
\[
\mathbb{E}[V^{[2]}(k)] = \sum_{i=1}^{m} \sum_{j=1}^{m} \mathbb{E}[V_i(k) \otimes V_j(k)](e_i^T \otimes e_j^T) = \sum_{i=1}^{m} \mathbb{E}[V_i^{[2]}(k)](e_i^T)^T = \bar{V}_2(k) E_2^T. \tag{2.23}
\]

\(\blacksquare\)
By using the results of the previous lemmas and definitions, the stochastic system (2.1) admits
the state space representation, summarized in the proposition reported below:

**Proposition 2.3.** System (2.1) admits the following representation:

\[
\begin{align*}
  x(k+1) &= \tilde{A} \cdot (\theta(k) \otimes x(k)) + \tilde{B}(k)\theta(k) + \tilde{F} \cdot (\theta(k) \otimes N(k)), \\
  \theta(k+1) &= \Pi(k)\theta(k) + \Psi(k)\theta(k), \\
  y(k) &= \tilde{C} \cdot (\theta(k) \otimes x(k)) + \tilde{D}(k)\theta(k) + \tilde{G} \cdot (\theta(k) \otimes N(k)),
\end{align*}
\]

where the deterministic matrices \( \tilde{B}(k), \tilde{D}(k) \), depending on \( u(k) \), are given by:

\[
\tilde{B}(k) = \tilde{B}(I_m \otimes u(k)), \\
\tilde{D}(k) = \tilde{D}(I_m \otimes u(k)).
\]

**Proof.** According to lemma 2.1, system (2.1) can be put in the form:

\[
\begin{align*}
  x(k+1) &= \tilde{A} \cdot (\theta(k) \otimes I_n)x(k) + \tilde{B} \cdot (\theta(k) \otimes I_p)u(k) + \tilde{F} \cdot (\theta(k) \otimes I_b)N(k), \\
  y(k) &= \tilde{C} \cdot (\theta(k) \otimes I_n)x(k) + \tilde{D} \cdot (\theta(k) \otimes I_p)u(k) + \tilde{G} \cdot (\theta(k) \otimes I_b)N(k),
\end{align*}
\]

Now, by using the Kronecker product properties [6]:

\[
\begin{align*}
  (\theta(k) \otimes I_n)x(k) &= (\theta(k) \otimes I_n)(1 \otimes x(k)) = \theta(k) \otimes x(k), \\
  (\theta(k) \otimes I_p)u(k) &= (\theta(k) \otimes I_p)(1 \otimes u(k)) = \theta(k) \otimes u(k) = (I_m \cdot \theta(k)) \otimes (u(k) \cdot 1) \quad (2.27)
\end{align*}
\]

so that (2.24) and (2.25) easily come. ■

3. The polynomial filter

It is well known that the optimal solution to the minimum variance filtering problem is given
by the expectation value of the state conditioned by all the measurements up to the current
time, that is the projection of the state onto the linear space of all the Borel functions of the
measurements:

\[
\hat{x}(k) = E[x(k)|y(0), \ldots, y(k)] = \Pi[x(k)|\mathcal{B}(Y_k)], \quad Y_k = \begin{bmatrix} y(0) \\ \vdots \\ y(k) \end{bmatrix}.
\]

In the Gaussian case the optimal filter is a linear transformation of the measurements (the
Kalman filter in the case of linear systems with Gaussian noise). Unfortunately, in the non
Gaussian case, there is not a simple characterization of the conditional expectation, so that it
is worthwhile to consider suboptimal estimates which have a simpler mathematical structure.
The simplest suboptimal estimate is the optimal affine one. It consists in projecting the state
onto the subspace \( L(Y_k) \) of all the linear transformations of the output. For linear systems
the optimal affine estimate is achieved by the Kalman filter. Suboptimal estimates comprised
between the optimal linear and the conditional expectation can be considered by projecting onto
subspaces greater than \( L(Y_k) \), like subspaces of polynomial transformations of the measurements.
The first step is to show that the sequences degree \([5,6]\). More in details, the subspace here considered is the following Hilbert space of a fixed degree \(\nu\) polynomial transformations of the measurements:

\[
\hat{x}_\nu(k) = \Pi[x(k)\vert L(Y^\nu_k)], \quad L(Y^\nu_k) = \text{span}\{Y^\nu(0), \ldots, Y^\nu(k)\},
\]

with

\[
Y^\nu_k = \begin{bmatrix} Y^\nu(0) \\ \vdots \\ Y^\nu(h) \end{bmatrix}, \quad Y^\nu(h) = \begin{bmatrix} Y_1(h) \\ \vdots \\ Y_\nu(h) \end{bmatrix}, \quad Y_i(h) = y[i](h), \\
given \ h = 0, \ldots, k,
\]

and the extra-assumption that \(\mathbb{E}\{|y[i](h)|^2\} < \infty\), for \(i = 1, \ldots, \nu\).

**Theorem 3.1.** The optimal \(\nu\)th-degree polynomial estimate of the state \(x(k)\) of system (2.1) is given by:

\[
\hat{x}_\nu(k) = \mathcal{M}_n \hat{X}_\nu(k) = \mathcal{M}_n \Pi[X^\nu(k)\vert L(Y^\nu_k)], \quad \mathcal{M}_n = [O_{n \times m} \mathcal{M} O_{n \times m} (n^2 + \cdots + n^\nu)], 
\]

with \(\mathcal{M} = [I_n \cdots I_n] \in \mathbb{R}^{n \times mn}\) and

\[
X^\nu(k) = \begin{bmatrix} X_0(k) \\ \vdots \\ X_\nu(k) \end{bmatrix}, \quad X_i(k) = \theta(k) \otimes x[i](k).
\]

**Proof.** According to the measurement equation in (2.24), all the output Kronecker powers depend on the vectors \(X_i\) defined in (3.5). Moreover, taking into account the range of the Markov parameter \(\theta(k)\), then \(x(k) = \mathcal{M}_n X^\nu(k)\) so that the polynomial minimum variance estimate in (3.2) is:

\[
\hat{x}_\nu(k) = \Pi[x(k)\vert L(Y^\nu_k)] = \Pi[\mathcal{M}_n X^\nu(k)\vert L(Y^\nu_k)] = \mathcal{M}_n \hat{X}_\nu(k),
\]

The remaining of the paper is devoted to the computation of the projection in equation (3.6). The first step is to show that the sequences \(\{X^\nu(k)\}\) and \(\{Y^\nu(k)\}\) obey difference equations of the type

\[
X^\nu(k+1) = A^\nu(k) X^\nu(k) + F(k), \\
Y^\nu(k) = C^\nu(k) X^\nu(k) + G(k),
\]

with \(A^\nu(k)\) and \(C^\nu(k)\) suitably defined deterministic matrices and

\[
F(k) = \tilde{F}(k, u(k), X^\nu(k), N(k)), \\
G(k) = \tilde{G}(k, u(k), X^\nu(k), N(k)),
\]

with \(\tilde{F}\) and \(\tilde{G}\) suitably defined function where \(X^\nu(k)\) multiplies the noise \(N(k)\) and its powers up to order \(\nu\), in a way that \(F(k)\) and \(G(k)\) result to be white sequences.

The importance of the representation (3.7) is that, once \(A^\nu(k)\) and \(C^\nu(k)\) are known, together with the covariance matrices of the noise sequences \(F(k)\) and \(G(k)\), the minimum variance filter
for such a kind of bilinear system [6] can be used in order to estimate the extended state $X^\nu(k)$, from which the state $x(k)$ is estimated.

In the sequel some Lemmas are reported showing the construction of the matrices $A^\nu(k)$, $C^\nu(k)$ and the computations of the statistics of the noises of the extended system (3.7). Before the statement of the Lemmas some notations must be introduced.

For each vector $X_j$, defined as in (3.5), there exist suitably defined matrices $\Theta^{h,j}_n$ and $\Xi_{i,j}$ such that:

$$X_j^{[h]} = \Theta^{h,j}_n X_{jh}, \quad X_i \otimes X_j = \Xi_{i,j} X_{i+j}, \quad \forall i, j, h \in \mathbb{N},$$

(3.9)

(see Appendix for details on the matrices). Note that:

$$\Theta^{0,j}_n = [1 \ldots 1] \in \mathbb{R}^{1 \times m}, \quad \Theta^{1,j}_n = I_{m \times j}, \quad \Theta^{2,0}_n = \Xi_{0,0} = E_2.$$  

(3.10)

Recall that the stack of a matrix $A \in \mathbb{R}^{r \times c}$ is the vector in $\mathbb{R}^{r \cdot c}$ that piles up all the columns of matrix $A$, and is denoted $\text{st}(A)$. The inverse operation is denoted $\text{st}^{-1}((\cdot))$, and transforms a vector of size $r \cdot c$ in an $r \times c$ matrix. When written without any subscript, the inverse stack operator should be intended to generate a square matrix, so that if $A$ is a square matrix then $\text{st}^{-1}(\text{st}(A)) = A$.

Given a pair of integers $(a, b)$, the symbol $C_{a,b}$ denotes a commutation matrix, that is a matrix in $\{0,1\}^{ab \times ab}$ such that, given any two matrices $A \in \mathbb{R}^{r_a \times c_a}$ and $B \in \mathbb{R}^{r_b \times c_b}$

$$B \otimes A = C^T_{r_a r_b} (A \otimes B) C_{a, b},$$

(3.11)

(see [6]).

**Lemma 3.2.** The iterative equation of the component $X_j(k)$ as defined in (3.5) is:

$$X_j(k+1) = \sum_{t_1=0}^{j} A_{j,t_1}(k) X_{t_1}(k) + F_j(k), \quad F_j(k) = \sum_{t_1=0}^{j} S_{t_1}^j(k) X_{t_1}(k),$$

(3.12)

where $A_{j,t_1}(k)$, $S_{t_1}^j(k)$ are the following sequences of deterministic and random matrices:

$$A_{j,t_1}(k) = (\Pi(k) \otimes J_{t_1}^j(k)) \Xi_{0,t_1},$$

(3.13a)

$$S_{t_1}^j(k) = (\Pi(k) \otimes L_{t_1}^j(k) + V(k) \otimes J_{t_1}^j(k) + V(k) \otimes L_{t_1}^j(k)) \Xi_{0,t_1},$$

(3.13b)

with

$$J_{t_1}^j(k) = \sum_{t_2 \in R_j} L_t^j(k) \left( I_{m n t_1 \times t_3} \otimes \xi_{t_3}(k) \right),$$

(3.14a)

$$L_{t_1}^j(k) = \sum_{t_2 \in R_j} L_t^j(k) \left( I_{m n t_1 \times (N[t_3](k) - \xi_{t_3}(k))} \right),$$

(3.14b)

$$L_t^j(k) = M_t^j \left( \tilde{A}^{[t_1]} \otimes \tilde{B}^{[t_3]}(k) \otimes \tilde{F}^{[t_3]} \right) K_t^j,$$

(3.14c)

where $K_t^j$ are given by (A.9b) in Appendix and $M_t^j$ are the matrix coefficients for the polynomial Kronecker power expansion (see [6]). $t = (t_1, t_2, t_3)^T$ is a multi-index in $\mathbb{N}^3$ and $R_j = \{ t \in \}$
The first term of the sum gives:

\[ x^{[j]}(k + 1) = \sum_{t_1=0}^{j} J_{t_1}^j(k) X_{t_1}(k) + \mu_j(k), \quad \mu_j(k) = \sum_{t_1=0}^{j} \mathcal{L}_{t_1}^j(k) X_{t_1}(k), \] (3.18)

by naming the matrices \( J_{t_1}^j(k) \), \( \mathcal{L}_{t_1}^j(k) \), deterministic and random respectively, as in (3.14). Then:

\[
X_j(k + 1) = \theta(k + 1) \otimes x^{[j]}(k + 1)
\]

\[
= (\Pi(k)\theta(k) + \mathcal{V}(k)\theta(k)) \otimes \left( \sum_{t_1=0}^{j} J_{t_1}^j(k) X_{t_1}(k) + \mu_j(k) \right)
\]

\[
= (\Pi(k)\theta(k)) \otimes \left( \sum_{t_1=0}^{j} J_{t_1}^j(k) X_{t_1}(k) \right) + (\mathcal{V}(k)\theta(k)) \otimes \left( \sum_{t_1=0}^{j} J_{t_1}^j(k) X_{t_1}(k) \right)
\]

\[+ \left( (\Pi(k) + \mathcal{V}(k))\theta(k) \right) \otimes \left( \sum_{t_1=0}^{j} \mathcal{L}_{t_1}^j(k) X_{t_1}(k) \right).
\] (3.19)

The first term of the sum gives:

\[
(\Pi(k)\theta(k)) \otimes \left( \sum_{t_1=0}^{j} J_{t_1}^j(k) X_{t_1}(k) \right) = \sum_{t_1=0}^{j} (\Pi(k) \otimes J_{t_1}^j(k)) (X_0(k) \otimes X_{t_1}(k))
\]

\[
= \sum_{t_1=0}^{j} (\Pi(k) \otimes J_{t_1}^j(k)) \Xi_{0,t_1} X_{t_1}(k) = \sum_{t_1=0}^{j} \mathbf{A}_{j,t_1}(k) X_{t_1}(k).
\] (3.20)
According to (3.20), the sum of the other two terms of (3.19) gives:

\[
\sum_{t_1=0}^{j} (\mathcal{V}(k) \otimes J^i_{t_1}(k)) \Xi_{0,t_1} X_{t_1}(k) + \sum_{t_1=0}^{j} \left( (\Pi(k) + \mathcal{V}(k)) \otimes \mathcal{L}^j_{t_1}(k) \right) \Xi_{0,t_1} X_{t_1}(k),
\]  

(3.21)

so that equations (3.12), (3.13) are obtained.

The state noise \( \mathcal{F}_j(k) \) is a zero-mean sequence, as it easily comes from the fact that \( X_{t_1}(k) \) is uncorrelated with the zero-mean random matrix \( S^i_{t_1}(k) \). It is also a sequence of uncorrelated random vectors in that, let \( h \neq k \), for instance \( h < k \):

\[
\mathbb{E}\left[ \mathcal{F}_j(k) \mathcal{F}_i(h)^T \right] = \sum_{t_1=0}^{j} \sum_{r_1=0}^{i} \mathbb{E}\left[ S^i_{t_1}(k) X_{t_1}(k) X_{r_1}(h)^T S^j_{r_1}(h)^T \right] = 0.
\]

(3.22)

Name \( \Psi_{j,i}(k) = \mathbb{E}\left[ \mathcal{F}_j(k) \mathcal{F}_i(h)^T \right] \). According to the stack properties [6]:

\[
\Psi_{j,i}(k) = \mathbb{E}\left[ \sum_{t_1=0}^{j} \sum_{r_1=0}^{i} \left( S^i_{t_1}(k) X_{t_1}(k) \right) \left( S^j_{r_1}(k) X_{r_1}(k) \right)^T \right]
\]

\[
= \mathbb{E}\left[ \sum_{t_1=0}^{j} \sum_{r_1=0}^{i} \text{st}^{-1}_{mn^1, mn^1} \left( \left( S^i_{t_1}(k) X_{t_1}(k) \right) \otimes \left( S^j_{r_1}(k) X_{r_1}(k) \right) \right) \right]
\]

\[
= \mathbb{E}\left[ \sum_{t_1=0}^{j} \sum_{r_1=0}^{i} \text{st}^{-1}_{mn^1, mn^1} \left( \left( S^i_{t_1}(k) \otimes S^j_{r_1}(k) \right) \cdot \left( X_{t_1}(k) \otimes X_{r_1}(k) \right) \right) \right] \]

(3.23)

Developing computations for \( \mathbb{E}\left[ S^i_{t_1}(k) \otimes S^j_{t_1}(k) \right] \) in the last of (3.23) one has

\[
\Phi_{r_1,t_1}^{S,i,j}(k) = \mathbb{E}\left[ S^i_{r_1}(k) \otimes S^j_{t_1}(k) \right]
\]

\[
= \mathbb{E}\left[ \left( \Pi(k) \otimes \mathcal{L}^{i}_{r_1}(k) + \mathcal{V}(k) \otimes J^{i}_{r_1}(k) + \mathcal{V}(k) \otimes \mathcal{L}^{j}_{t_1}(k) \right) \otimes \left( \Pi(k) \otimes \mathcal{L}^{i}_{t_1}(k) + \mathcal{V}(k) \otimes J^{i}_{t_1}(k) + \mathcal{V}(k) \otimes \mathcal{L}^{j}_{t_1}(k) \right) \right] (\Xi_{0,r_1} \otimes \Xi_{0,t_1}).
\]

(3.24)

According to the Kronecker algebra [6], the first term of the mean value in (3.24) can be written as:

\[
\mathbb{E}\left[ \Pi(k) \otimes \mathcal{L}^{i}_{r_1}(k) \otimes \Pi(k) \otimes \mathcal{L}^{j}_{t_1}(k) \right] = \left( I_m \otimes C^T_{mn^1, mn^1} \right) \left( \Pi^{[2]}(k) \otimes \Phi^{S,i,j}_{r_1,t_1}(k) \right) \left( I_m \otimes C_{mn^2, mn^1} \right).
\]

(3.25)

Following the same procedure, taking into account that \( \mathcal{L}^{j}_{t_1}(k) \) is uncorrelated with \( \mathcal{V}(k) \), the following results are readily obtained:

\[
\mathbb{E}\left[ \Pi(k) \otimes \mathcal{L}^{i}_{r_1}(k) \otimes \mathcal{V}(k) \otimes J^{i}_{t_1}(k) \right] = \Pi(k) \otimes \mathbb{E}\left[ \mathcal{L}^{i}_{r_1}(k) \right] \otimes \mathbb{E}\left[ \mathcal{V}(k) \right] \otimes J^{i}_{t_1}(k) = 0,
\]

(3.26)
The measurement equations for the output $Y^\nu$ defined in (3.3) are:

$$Y_j(k) = \sum_{t_1=0}^{j} C_{j,t_1}(k) X_{t_1}(k) + G_j(k), \quad G_j(k) = \sum_{t_1=0}^{j} T_{t_1}(k) X_{t_1}(k)$$

(3.34)

where the matrices $C_{j,t_1}(k), T_{t_1}(k)$, deterministic and random respectively, are:

$$C_{j,t_1}(k) = \sum_{t_2,t_3}^j T_{t_2}(k) (I_{mn} \otimes \xi_{t_3}(k)),$$

(3.35a)

$$T_{t_1}(k) = \sum_{t_2,t_3}^j T_{t_2}(k) (I_{mn} \otimes (N^{[t_3]}(k) - \xi_{t_3}(k)),$$

(3.35b)

$$T_{t_1}(k) = M_{t_1}^j \left( \tilde{C}^{[t_1]} \otimes \tilde{D}^{[t_2]}(k) \otimes \tilde{G}^{[t_3]} \right) K_{t_1}^j,$$

(3.35c)

and $K_{t_1}^j$ as in (A.9b) in Appendix. Moreover $G(k) = (G_1(k)^T, \ldots, G_p(k)^T)^T$ is a zero-mean sequence of uncorrelated random vectors, whose covariance matrices $\Psi_{j,i}^G(k) = \mathbb{E}[G_j(k)G_i(k)^T]$ are:

$$\Psi_{j,i}^G(k) = \sum_{t_1=0}^j \sum_{r_1=0}^i \int_{q_1 q_2}^{-1} \phi_{r_1,t_1}(q_1) \Xi_{r_1,t_1} \mathbb{E}[X_{r_1+t_1}(k)]^T,$$

(3.36)
with

\[ \Phi_{r_1,t_1}^{i,j}(k) = \mathbb{E}\left[ T_{r_1}^i(k) \otimes T_{t_1}^j(k) \right] = \sum_{r_2,r_3} \sum_{t_2,t_3} \left( T_{r_2}^i(k) \otimes T_{t_2}^j(k) \right) (I_{mn^1} \otimes C_{mn^1,b_3,b_3}^T) \]
\[ \cdot \left( I_{m^2n^{1+t_1}} \otimes \left( \xi_{t_3+r_3}(k) - \xi_{r_3}(k) \otimes \xi_{r_3}(k) \right) \right) (I_{mn^1} \otimes C_{mn^1,1}). \]

(3.37)

**Proof.** The proof is a straightforward consequence of Lemma A.2, except equation (3.36), that can be derived through the same steps used to prove (3.15) in Lemma 3.2. ■

**Lemma 3.4.** The sequences \( \mathcal{F}(k) \) and \( \mathcal{G}(k) \) are such that:

\[ \mathbb{E}[\mathcal{F}_j(k)G_i^T(h)] = 0, \quad k \neq h, \quad 0 \leq j \leq \nu, \quad \forall k, h \in \mathbb{N}. \]

(3.38)

with

\[ Q_{j,i}(k) = \sum_{t_1=0}^{j} \sum_{r_1=0}^{i} \text{st}^{-1}_{mn^1,q^1} \left( Q_{r_1,t_1}^{i,j}(k) \Xi_{r_1,t_1} \mathbb{E}[X_{r_1+t_1}(k)] \right) \]

(3.39)

where \( Q_{r_1,t_1}^{i,j}(k) = \mathbb{E}\left[ T_{r_1}^i(k) \otimes S_{t_1}^j(k) \right] \).

**Proof.** Analogously to the proof in Lemma 3.2, equation (3.38) is easily verified for \( h \neq k \). Following the same passages in (3.23) one has

\[ \mathbb{E}[\mathcal{F}_j(k)G_i^T(k)] = \sum_{t_1=0}^{j} \sum_{r_1=0}^{i} \text{st}^{-1}_{mn^1,q^1} \left( Q_{r_1,t_1}^{i,j}(k) \Xi_{r_1,t_1} \mathbb{E}[X_{r_1+t_1}(k)] \right). \]

(3.40)

with:

\[ Q_{r_1,t_1}^{i,j}(k) = \mathbb{E}\left[ T_{r_1}^i(k) \otimes S_{t_1}^j(k) \right] \]
\[ = \sum_{r_2,r_3} \mathbb{E}\left[ \left( T_{r_2}^i(k) \left( I_{mn^1} \otimes \left( N^{r_3}(k) - \xi_{r_3}(k) \right) \right) \right) \right. \]
\[ \otimes \left( \left( \Pi(k) \otimes L_{t_1}^j(k) + \mathcal{V}(k) \otimes J_{t_1}^j(k) + \mathcal{V}(k) \otimes L_{t_1}^j(k) \right) \Xi_{0,t_1} \right) \left. \right]. \]

(3.41)

Now both \( N(k) \) and \( L_{t_1}^j(k) \) are uncorrelated with respect to \( \mathcal{V}(k) \), so that the mean value in equation (3.41) reduces to:

\[ \mathbb{E}\left[ \left( T_{r_2}^i(k) \left( I_{mn^1} \otimes \left( N^{r_3}(k) - \xi_{r_3}(k) \right) \right) \right) \right. \otimes \left( \left( \Pi(k) \otimes L_{t_1}^j(k) \right) \Xi_{0,t_1} \right) \left. \right] = (T_{r_2}^i(k) \otimes I_{mn^1}) \mathbb{E}\left[ I_{mn^1} \otimes \left( N^{r_3}(k) - \xi_{r_3}(k) \right) \otimes \Pi(k) \otimes L_{t_1}^j(k) \right] (I_{mn^1} \otimes \Xi_{0,t_1}) \]
\[ = (T_{r_2}^i(k) \otimes I_{mn^1}) (I_{mn^1} \otimes C_{mn^1,b_3,b_3}^T) (I_{mn^1} \otimes \Pi(k)) \]
\[ \otimes \mathbb{E}\left[ L_{t_1}^j(k) \otimes \left( N^{r_3}(k) - \xi_{r_3}(k) \right) \right] (I_{mn^1} \otimes C_{m^2n^{1+t_1},1}) (I_{mn^1} \otimes \Xi_{0,t_1}). \]

(3.42)
By using (3.14b), the mean value in (3.42) becomes:

\[
\sum_{t \in \mathcal{R}_j} \mathbb{E} \left[ \left( L^b_t(k) \left( I_{mn^{t_1}} \otimes (N^{[t_2]}(k) - \xi_{t_3}(k)) \right) \right) \otimes \left( N^{[r_3]}(k) - \xi_{r_3}(k) \right) \right]
= \sum_{t \in \mathcal{R}_j} \mathbb{E} \left[ \left( N^{[t_2]}(k) - \xi_{t_3}(k) \right) \otimes \left( N^{[r_3]}(k) - \xi_{r_3}(k) \right) \right]
= \sum_{t \in \mathcal{R}_j} \mathbb{E} \left[ \left( I_{mn^{t_1}} \otimes (\xi_{t_3+r_3}(k) - \xi_{t_3}(k) \otimes \xi_{r_3}(k)) \right) \right].
\]

(3.43)

**Proposition 3.5.** According to Theorem 3.1, the \( \nu \)-th degree polynomial filtering algorithm is the following:

\[
\hat{x}_\nu(k) = \mathcal{M}_n \hat{X}_\nu(k),
\]

(3.44a)

\[
\hat{X}_\nu(k) = \hat{X}_\nu(k|k-1) + \mathcal{K}(k) \left( Y_\nu(k) - C_\nu(k) \hat{X}_\nu(k|k-1) \right),
\]

(3.44b)

\[
\hat{X}_\nu(k+1|k) = \left( A_\nu(k) - (A_\nu(k)K(k) + Z(k))C_\nu(k) \right) \hat{X}_\nu(k|k-1)
+ (A_\nu(k)K(k) + Z(k))Y_\nu(k).
\]

(3.44c)

The gain matrices \( K(k) \) and \( Z(k) \) are recursively computed through the following Riccati equations:

\[
Z(k) = Q(k) \left( C_\nu(k)P(k)C_\nu^T(k) + \Psi^G(k) \right)^\dagger
\]

(3.45a)

\[
P_P(k+1) = A_\nu(k)P(k)A_\nu^T(k) + \Psi^F(k) - Z(k)Q^T(k)
- A_\nu(k)K(k)Q^T(k) - Q(k)K^T(k)A_\nu^T(k)
\]

(3.45b)

\[
\mathcal{P}(k) = \mathcal{P}(k) - K(k)C_\nu(k)P(k)
\]

(3.45c)

\[
K(k) = \mathcal{P}(k)C_\nu^T(k) \left( C_\nu(k)\mathcal{P}(k)C_\nu^T(k) + \Psi^G(k) \right)^\dagger
\]

(3.45d)

where in (3.45a, d) the Moore-Penrose pseudoinverse has been used. Matrices \( \Psi^F(k) \), \( \Psi^G(k) \) are, respectively the extended state and measurements noise covariance matrices, given by equations (3.15), defined in Lemma 3.2, and (3.36) defined in Lemma 3.3; \( Q(k) \) is the covariance matrix between \( \mathcal{F}(k) \) and \( \mathcal{G}(k) \) sequences at the same instants, given by equation (3.39) of lemma 3.4. Note that, according to their definition (see (3.15), (3.36) and (3.39)), in order to compute the noise covariance matrices \( \Psi^F(k) \), \( \Psi^G(k) \) and \( Q(k) \) of (3.45), the following \( 2\nu \) order deterministic system has to be computed:

\[
\mathbb{E} \left[ X_\nu(k+1) \right] = A_{2\nu}(k) \mathbb{E} \left[ X_\nu(k) \right],
\]

(3.46)

which gives the evolution of the mean value of the extended state.

**Proof.** The filter equations are those of the classical Kalman filter [2] for the case of correlated state and output noises, applied to the system (3.7), that has a multiplicative noise structure (see equations (3.34), (3.12), describing the components of \( \mathcal{F} \) and of \( \mathcal{G} \)). The use of
the Kalman algorithm on an extended system to achieve optimal polynomial filtering of system with multiplicative noise has been already demonstrated in [6].

**Remark 3.6.** The covariance of the estimation error $x(k) - \hat{x}_\nu(k)$ can be extracted from the covariance of the estimation error of the extended state, denoted $P(k)$ in the algorithm described in Proposition 3.5, as follows

$$
\mathbb{E}[(x(k) - \hat{x}(k)) (x(k) - \hat{x}_\nu(k))^T] = M_n P(k) M_n^T
$$

(3.47)

4. Numerical simulations

This section reports simulation results referred to a system of the type (2.1), characterized by the following data:

- $x(k) \in \mathbb{R}^2$, $u(k), y(k) \in \mathbb{R}$, $\mathcal{R}(\mu) = \{1, 2, 3\}$;
- $A_1 = \begin{bmatrix} 0.8 & 0 \\ 0 & 0.8 \end{bmatrix}$, $A_2 = \begin{bmatrix} 0.50 & 0.25 \\ -1.75 & 0.50 \end{bmatrix}$, $A_3 = \begin{bmatrix} 1 & 0 \\ 0 & 1 \end{bmatrix}$;
- $B_1 = \begin{bmatrix} 0 \\ 1 \end{bmatrix}$, $B_2 = \begin{bmatrix} 1 \\ 2 \end{bmatrix}$, $B_3 = \begin{bmatrix} 0 \\ 0 \end{bmatrix}$;
- $C_1 = \begin{bmatrix} 1 & 1 \end{bmatrix}$, $C_2 = \begin{bmatrix} 1 & 0 \end{bmatrix}$, $C_3 = \begin{bmatrix} 2 & 1 \end{bmatrix}$, $D_1 = 1$, $D_2 = 0.5$, $D_3 = 0$;
- $F_1 = \begin{bmatrix} 0.1 & 0 & 0 \\ 0.1 & 0 & 0 \end{bmatrix}$, $F_2 = \begin{bmatrix} 0.1 & 0 \\ 0 & 0 \end{bmatrix}$, $F_3 = \begin{bmatrix} 0 & 0 & 0 \\ 0 & 0.1 & 0 \end{bmatrix}$;
- $G_1 = \begin{bmatrix} 0 & 0 & 0.1 \end{bmatrix}$, $G_2 = \begin{bmatrix} 0 & 0 & 0.2 \end{bmatrix}$, $G_3 = \begin{bmatrix} 0 & 0 & 0.04 \end{bmatrix}$;
- the deterministic input throughout the simulation is: $u(k) \equiv 1$, $k \geq 0$;
- the noise $N(k) = (N_1(k), N_2(k), N_3(k))^T$ has independent components, following discrete asymmetric distributions:

$$
P(N_1(k) = -1/2) = 0.8, \quad P(N_2(k) = -1/3) = 0.9,
$$

$$
P(N_1(k) = 2) = 0.2, \quad P(N_2(k) = 3) = 0.1,
$$

(4.1)

(the distribution of $N_3$ is identical to the one of $N_1$);

- the transition probability matrix of the Markovian parameter is $\Pi = \begin{bmatrix} 0.3 & 0.6 & 0.2 \\ 0.2 & 0.3 & 0.5 \\ 0.5 & 0.1 & 0.3 \end{bmatrix}$.

Figures 4.1 and 4.2 display the state estimates obtained with a first order filter ($\nu = 1$) and a second order filter ($\nu = 2$). The sampling error variances (over a simulation of 1000 steps) for the linear and quadratic filters are

$$
\sigma^2_{1|\nu=1} = 0.0622, \quad \sigma^2_{1|\nu=2} = 0.0468,
$$

$$
\sigma^2_{2|\nu=1} = 0.3554, \quad \sigma^2_{2|\nu=2} = 0.2676.
$$

(4.2)

The improvement of the quadratic filter over the linear one is evident.
Fig. 4.1 – True and estimated states: the first component.

Fig. 4.2 – True and estimated states: the second component.
Appendix: the Kronecker algebra

The appendix contains two Lemmas showing the computation of the matrices used in equations (3.9) and in Lemmas 3.2, 3.3.

**Lemma A.1.** Let $x \in \mathbb{R}^n$ and $X_j = \theta \otimes x^{[j]}$, with $\theta$ taking values in the natural basis of $\mathbb{R}^m$. Then $\forall i, j, h \in \mathbb{N}$:

$$X_j^{[h]} = \Theta_n^{h,j} X_j^h, \quad X_i \otimes X_j = \Xi_{i,j} X_{i+j},$$

(A.1)

with

$$\Theta_n^{h+1,j} = (\Theta_n^{h,j} \otimes I_{mn^j}) (I_m \otimes C_{mn^j,n^j}^T) (E_2 \otimes I_{n^j(n+i)}), \quad h > 0,$$

(A.2)

and $\Xi_{i,j} = (I_m \otimes C_{mn^j,n^j}^T)(E_2 \otimes I_{n^j+i})$.

Proof. The first equation in (A.1) is proved by induction: it is clearly true for $h = 0$. Let it be true for $h = k$. Then:

$$X_j^{[k+1]} = X_j^{[k]} \otimes X_j = (\Theta_n^{k,j} X_j^k) \otimes X_j = (\Theta_n^{k,j} \otimes I_{mn^j}) (\theta \otimes x^{[j]} \otimes \theta \otimes x^{[j]})$$

$$= (\Theta_n^{k,j} \otimes I_{mn^j}) (I_m \otimes C_{mn^j,n^j}^T) (\theta[2] \otimes x^{[j(k+1)]})$$

(A.3)

$$= (\Theta_n^{k,j} \otimes I_{mn^j}) (I_m \otimes C_{mn^j,n^j}^T) (E_2 \otimes I_{n^j(k+1)}) X_{j(k+1)} = \Theta_n^{k+1,j} X_{j(k+1)}.$$

The second equation in (A.1), easily comes:

$$X_i \otimes X_j = \theta \otimes x^{[i]} \otimes \theta \otimes x^{[j]} = (I_m \otimes C_{mn^j,n^j}^T) (\theta[2] \otimes x^{[i+j]}) = (I_m \otimes C_{mn^j,n^j}^T)(E_2 \otimes I_{n^j+i}) X_{i+j}.$$

(A.4)

**Lemma A.2.** Let $\theta$ be a random vector taking values in the natural basis of $\mathbb{R}^m$, $N$ be a random vector taking values in $\mathbb{R}^b$, with finite and available moments, named:

$$\mathbb{E}[N^{[j]}] = \xi_j, \quad j \in \mathbb{N},$$

(A.5)

and $z \in \mathbb{R}^n$, $v \in \mathbb{R}^p$ random vectors such that:

$$v = \Gamma_1 (\theta \otimes z) + \Gamma_0 \theta + \overline{\Gamma}(\theta \otimes N)$$

(A.6)

with $\Gamma_1, \Gamma_0, \overline{\Gamma}$ matrices of suitable dimensions. Moreover, suppose that $\{\theta, N, z\}$ is a triple of independent random vectors. Then, for each $j \in \mathbb{N}$:

$$v^{[j]} = \sum_{t_1=0}^j \mathcal{H}^{j}_{t_1} Z_{t_1} + w_j, \quad w_j = \sum_{t_2=0}^j \mathcal{W}^{j}_{t_1} Z_{t_2},$$

(A.7)

with $Z_j = \theta \otimes z^{[j]}$ and $w_j$ zero-mean random vectors. Matrices $\mathcal{H}^{j}_{t_1}$, $\mathcal{W}^{j}_{t_1}$, deterministic and random respectively, are given by:

$$\mathcal{H}^{j}_{t_1} = \sum_{t_2, t_3} W^{j}_{t}(I_{mnt_1} \otimes \xi_{t_2}), \quad \mathcal{W}^{j}_{t_1} = \sum_{t_2, t_3} W^{j}_{t}(I_{mnt_1} \otimes (N^{[t_3]} - \xi_{t_3})).$$

(A.8)
with \( t = (t_1, t_2, t_3)^T \) a multi-index in \( \mathbb{N}^3 \) and \( R_j = \{ t \in \mathbb{N}^3 : t_1 + t_2 + t_3 = j \} \). The matrices \( W_j^j \) in (A.8) are defined by

\[
W_j^j = M_j^j (\Gamma_1^{t_1} \otimes \Gamma_0^{t_2} \otimes \bar{\Gamma}^{t_3}) K_j^j, \tag{A.9a}
\]

\[
K_j^j = (\Theta_{n}^{t_1, 1} \otimes \Theta_{n}^{t_2, 0} \otimes \Theta_{b}^{t_3, 1})(I_{m^{n} t_1} \otimes E_2 \otimes I_{b^{t_3}}) (\Xi_{t_1, 0} \otimes I_{b^{t_3}}). \tag{A.9b}
\]

\( M_j^j \) are the matrix coefficients for the polynomial Kronecker power expansion [6]. Moreover, the second order moments of \( W_{j_1}^j(k) \) are the following:

\[
\Phi_{j_1, j, r, l}^{W, j, i}(k) = \mathbb{E}[W_{j_1}^j \otimes W_{j_2}^j(k)] = \sum_{t_2, t_3} \sum_{r_2, r_3} (W_{t_2}^j \otimes W_{t_3}^j)(I_{m^{n} t_1} \otimes C_{m^{n+1} b^{t_3}, b^{t_3}}^T)
\]

\[
\cdot \left( I_{m^{n} t_1} \otimes (\xi_{t_3} - \xi_{t_3} \otimes \xi_{t_3}) \right) (I_{m^{n} t_1} \otimes C_{m^{n+1}, 1}) \tag{A.10}
\]

Matrices \( C_{a, b} \) are the commutation matrices for a Kronecker product (see (3.11) and [6]).

**Proof.** Applying the Newton formula to the Kronecker powers [6], it comes:

\[
v^{[j]} = \left( \Gamma_1 Z_1 + \Gamma_0 Z_0 + \bar{\Gamma}(\theta \otimes N) \right)^{[j]}
\]

\[
= \sum_{t_1, t_2, t_3} M_j^j \left( (\Gamma_1^{t_1} Z_1^{t_1}) \otimes (\Gamma_0^{t_2} Z_0^{t_2}) \otimes (\bar{\Gamma}^{t_3}(\theta \otimes N)^{t_3}) \right) \tag{A.11}
\]

\[
= \sum_{t_1, t_2, t_3} M_j^j \left( (\Gamma_1^{t_1} \otimes \Gamma_0^{t_2} \otimes \bar{\Gamma}^{t_3}) \right) \left( Z_1^{t_1} \otimes Z_0^{t_2} \otimes (\theta \otimes N)^{t_3} \right). \tag{A.12}
\]

By using equations (3.9) and the Kronecker properties [6], the last factor in the sum (A.11) becomes:

\[
Z_1^{t_1} \otimes Z_0^{t_2} \otimes (\theta \otimes N)^{t_3} = (\Theta_n^{t_1, 1} Z_1) \otimes (\Theta_n^{t_2, 0} Z_0) \otimes (\Theta_b^{t_3, 1} (\theta \otimes N)^{t_3})
\]

\[
= (\Theta_n^{t_1, 1} \otimes \Theta_n^{t_2, 0} \otimes \Theta_b^{t_3, 1}) (Z_1 \otimes \theta^{t_2} \otimes N^{t_3})
\]

\[
= (\Theta_n^{t_1, 1} \otimes \Theta_n^{t_2, 0} \otimes \Theta_b^{t_3, 1})(I_{m^{n} t_1} \otimes E_2 \otimes I_{b^{t_3}}) (Z_{t_1} \otimes Z_0 \otimes N^{t_3})
\]

\[
= (\Theta_n^{t_1, 1} \otimes \Theta_n^{t_2, 0} \otimes \Theta_b^{t_3, 1})(I_{m^{n} t_1} \otimes E_2 \otimes I_{b^{t_3}}) (\Xi_{t_1, 0} \otimes I_{b^{t_3}}) (Z_{t_1} \otimes N^{t_3})
\]

\[
K_j^j (Z_{t_1} \otimes (\xi_{t_3} + N^{t_3} - \xi_{t_3})) = K_j^j (Z_{t_1} \otimes (N^{t_3} - \xi_{t_3})) + K_j^j (Z_{t_1} \otimes (N^{t_3} - \xi_{t_3}))
\]

\[
= K_j^j (I_{m^{n} t_1} \otimes \xi_{t_3}) Z_{t_1} + K_j^j (I_{m^{n} t_1} \otimes (N^{t_3} - \xi_{t_3}) Z_{t_1},
\]

so that, substituting (A.12) in (A.11), by using (A.8) and (A.9), equations (A.7) come. According to the independence of \( N \) and \( Z_{t_1} \), note that \( w_j \) is a zero-mean random vector. Equation (A.10) is below obtained, by using the commutation formula for the Kronecker products [6]:

\[
\Phi_{j_1, j, r, l}^{W, j, i}(k) = \sum_{t_2, t_3} \sum_{r_2, r_3} (W_{t_2}^j \otimes W_{t_3}^j)(I_{m^{n} t_1} \otimes C_{m^{n+1} b^{t_3}, b^{t_3}}^T)
\]

\[
\cdot \left( I_{m^{n} t_1} \otimes \mathbb{E} \left[ (N^{t_3} - \xi_{t_3}) \otimes (N^{t_3} - \xi_{t_3}) \right] \right) (I_{m^{n} t_1} \otimes C_{m^{n+1}, 1}). \tag{A.13}
\]

By writing explicitly the mean value, the theorem is proved. \( \blacksquare \)
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