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Abstract

The aim of this paper is to investigate the problem of the joint estimation of both the state and parameters for a class of discrete-time linear systems driven by additive noise, not necessarily Gaussian. A recursive quadratic filter with respect to the observations is here proposed and implemented, by opportunely extending the state space also with the inclusion of the parameters vector. The algorithm is achieved with the systematic use of the Kronecker algebra, which constitutes a powerful tool for polynomial manipulations of vectors and matrices. Numerical simulations are also reported, showing the high performances of the proposed methods with respect to the usually adopted Extended Kalman Filter.
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1. Introduction

Consider the following class of stochastic uncertain linear systems:

\[ x(k + 1) = A(\vartheta)x(k) + v(k), \quad x(0) = x_0, \quad k \geq 0, \quad (1.1) \]

\[ y(k) = C(\vartheta)x(k) + w(k) \quad (1.2) \]

where \( x(k) \in \mathbb{R}^n \) is the state of the system, \( y(k) \in \mathbb{R}^q \) is the measured output, \( \vartheta \in \mathbb{R}^m \) is the unknown vector of parameters, \( v(k) \) and \( w(k) \) are sequences of zero-mean, auto and mutually independent random vectors (white noise sequences). The most popular real time algorithm for simultaneous state and parameters estimation for this kind of systems is perhaps the Extended Kalman Filter (EKF) applied to an extended nonlinear system whose extended state is made of the original state and the parameter vector [1, 2, 3]. The diffusion of the EKF is due to its simplicity and on the fact that in many applications it provides good estimates. The EKF is based on the linear approximation of the extended system around the current estimate, and therefore it performs well in those cases in which the initial state estimate is good and the noises have low variance and approximately gaussian distribution. In such cases the state estimate remain close to the true state and the first-order Taylor expansion around such estimate remains a good approximation of the system dynamics. However, in the presence of high level non gaussian noises the state estimate deteriorates and the first-order approximation is no more a good model for the nonlinear system.

This paper deals with the problem of simultaneous filtering and parameters identification for systems of the type (1.1)-(1.2), in the case in which each component \( \vartheta_i \) of the unknown parameter vector \( \vartheta \in \mathbb{R}^m \) satisfies an interval constraint

\[ \vartheta_i \in [\vartheta_{i,\text{min}}, \vartheta_{i,\text{Max}}], \quad i = 1, \ldots, m, \quad (1.3) \]

and the noise sequences \( v(k) \) and \( w(k) \) are far to be Gaussian. System matrices \( A \) and \( C \) are linearly dependent on the components of \( \vartheta \), thus modeling the case of both the state and the output matrices that are uncertain with respect to some of their entries. Such an assumption means that system (1.1)-(1.2) also belongs to the class of interval systems ([4, 5, 6]) so that it can be rewritten in the following form:

\[ x(k + 1) = A_0x(k) + \sum_{i=1}^{m} \vartheta_i A_i x(k) + v(k), \quad (1.4) \]

\[ y(k) = C_0x(k) + \sum_{i=1}^{m} \vartheta_i C_i x(k) + w(k), \quad (1.5) \]

where \( A_0 = A(0), \ A_i = A(e_i) - A_0, \ C_0 = C(0) \) and \( C_i = C(e_i) - C_0 \), with \( e_i \) the \( i \)-th vector of the natural basis in \( \mathbb{R}^m \).

By taking into account the unknown vector \( \vartheta \in \mathbb{R}^m \) as a component of the augmented state \( \tilde{X}(k) = [x(k)^T \ \vartheta(k)^T]^T \), the uncertain system described by (1.4)-(1.5), endowed with the equation \( \vartheta(k + 1) = \vartheta(k) \), is bilinear with respect to the pair \( (x, \vartheta) \). Then, a way to solve both the filtering and the identification problem consists of implementing the Extended Kalman Filter for the bilinear system, that means to apply the optimal linear filter to the linear approximation of (1.4)-(1.5).

The novelty of the proposed approach is to use also the quadratic powers of the measurements in order to improve the performances of the standard EKF, by using a suitable extended state,
named $X(k)$, containing all the second order powers of $\bar{X}(k)$. Moreover, such an extended state $X(k)$ is chosen so that the extended output $Y(k) = [y^T(k) \ y^{[2]^T}(k)]^T$ is related to $X(k)$ according to a linear equation, driven by a multiplicative noise. Here and in the following with square brackets are indicated the Kronecker powers ([7] and the references therein).

As far as the statistics of the noises $\{v(k) \in \mathbb{R}^n\}$ and $\{w(k) \in \mathbb{R}^q\}$ are concerned, it will be assumed the knowledge of their first four moments, namely

$$
\mathbb{E}[v^{[i]}(k)] = \xi_i^v(k), \quad \mathbb{E}[w^{[i]}(k)] = \xi_i^w(k), \quad i = 1, \ldots, 4. \quad (1.6)
$$

The initial state $x_0$ is a random variable, not necessarily Gaussian, independent of the noise sequences, with finite and available moments up to the 4th order:

$$
\mathbb{E}[x_0^{[i]}] = \xi_i^0, \quad i = 1, \ldots, 4. \quad (1.7)
$$

Finally, for $\vartheta$, it will be assumed to have a uniform distribution defined by the above mentioned interval constraints. As a consequence, its moments are given by:

$$
\mathbb{E}[\vartheta^{k}] = \frac{1}{k+1} \sum_{i=0}^{k} \vartheta_{i,min}^{k-i} \vartheta_{i,max}^{i}, \quad k = 1, 2, \ldots \quad (1.8)
$$

According to standard Kronecker formalism, system (1.4)-(1.5) can be rewritten as follows:

$$
x(k + 1) = [A_0 \ \bar{A}] \cdot \begin{bmatrix} x(k) \\ \vartheta \otimes x(k) \end{bmatrix} + v(k) \quad (1.9)
$$

$$
y(k) = [C_0 \ \bar{C}] \cdot \begin{bmatrix} x(k) \\ \vartheta \otimes x(k) \end{bmatrix} + w(k), \quad (1.10)
$$

where $\bar{A} = [A_1 \cdots A_m]$, $\bar{C} = [C_1 \cdots C_m]$ and $\otimes$ is the Kronecker product. For the reader convenience there will be recalled some properties of the Kronecker Algebra (see Appendix A for details):

- given a pair of integers $(a, b)$ the symbol $C_{a,b}$ denotes a commutation matrix, that is a matrix in $\{0, 1\}^{ab \times ab}$ such that, given any two matrices $A \in \mathbb{R}^{r\times c_a}$ and $B \in \mathbb{R}^{r_b \times c_b}$:

  $$
  B \otimes A = C_{r_a,r_b}^{T} (A \otimes B) C_{c_a,c_b}; \quad (1.11)
  $$

- given the vectors $x, y \in \mathbb{R}^r$, it comes the quadratic Kronecker power expansion:

  $$
  (x + y)^{[2]} = x^{[2]} + M_1^2(r)(x \otimes y) + y^{[2]} \quad (1.12)
  $$

where $M_1^2(r) \in \mathbb{R}^{r^2 \times r^2}$ is a suitable defined matrix coefficient.

Throughout the paper the symbol $I_n$ denotes the identity matrix in $\mathbb{R}^{n \times n}$. In case of ambiguity, a zero matrix in $\mathbb{R}^{p \times q}$ and a zero vector in $\mathbb{R}^p$ are denoted by $O_{p \times q}$ and $O_p$ respectively, otherwise, no subscripts will be adopted.

2. Filtering of the extended system

In order to simultaneously estimate both the state of the system $x$ and the unknown parameters vector $\vartheta$, as already mentioned the latter is treated as a further state component with no dynamical evolution so that, by considering (1.9)-(1.10) with the additional state equation

$$
\vartheta(k + 1) = \vartheta(k), \quad (2.1)
$$
(with \( \vartheta(0) \) having moments given by (1.8)) the system is bilinear with respect to the pair \((x, \vartheta)\). 
According to the minimum variance polynomial approach for linear and bilinear systems (see [7, 8]), in this work the optimal quadratic filter is investigated, so that the following extended measurements vector is defined:

\[
Y(k) = \begin{bmatrix} y(k) \\ y^2(k) \end{bmatrix},
\]

(2.2)

Unfortunately, owing to the nonlinear feature of both the state and output equation, such a problem does not admit a finite dimensional solution. For instance, the extended output equation does not depend only on the augmented state \([x^T(k), \vartheta^T(k)]^T\), but also on the nonlinear terms \(x^{[2]}(k), \vartheta(k) \otimes x(k), \vartheta(k) \otimes x^{[2]}(k), \vartheta^{[2]}(k) \otimes x^{[2]}(k)\). Such a drawback is overcome by defining an extended state (whose components contain all of the previously mentioned terms), named \(X(k)\), with respect to which the extended output becomes linear.

Theorem 2.2 shows the explicit form of the extended state to be considered and the detailed derivation of the extended output equation. Before stating the theorem, it is useful to introduce the following lemma.

**Lemma 2.1.** Consider the following random sequences: \(\{z(k)\}, \{f(k)\}, \{g(k)\}\), such that \(z(k)\) is independent of \(f(h)\) and \(g(h)\) \(\forall k \leq h\), and \(\{f(k)\}\) and \(\{g(k)\}\) are zero-mean auto and mutually independent. Let \(\chi_1(z), \chi_2(z), \eta_1(f), \eta_2(f), \gamma(g)\) suitably dimensioned Borel functions, such that \(\{\eta_i(f(k))\}\) and \(\{\gamma(g(k))\}\) are sequences of zero-mean random vectors, \(i = 1, 2\). Then:

\[
\mathbb{E}\left[ \left( \chi_1(z(k)) \otimes \eta_1(f(k)) \right) \left( \chi_2(z(h)) \otimes \eta_2(f(h)) \right)^T \right] = 0 \quad \forall k \leq h, \tag{2.3}
\]

\[
\mathbb{E}\left[ \left( \chi_1(z(k)) \otimes \eta_1(f(k)) \right) \left( \chi_2(z(h)) \otimes \gamma(g(h)) \right)^T \right] = 0 \quad \forall k, h, \tag{2.4}
\]

and

\[
\mathbb{E}\left[ \chi_1(z(k)) \left( \chi_2(z(h)) \otimes \eta_1(f(h)) \right)^T \right] = 0 \quad \forall k \leq h. \tag{2.5}
\]

**Proof.** Note that, by construction, \(\eta_i(f(k))\) and \(\gamma(g(k))\) are sequences of uncorrelated random vectors. Let \(k \leq h\). Then:

\[
\mathbb{E}\left[ \left( \chi_1(z(k)) \otimes \eta_1(f(k)) \right) \left( \chi_2(z(h)) \otimes \eta_2(f(h)) \right)^T \right] = st^{-1}\left( \mathbb{E}\left[ \chi_2(z(h)) \otimes \eta_2(f(h)) \otimes \chi_1(z(k)) \otimes \eta_1(f(k)) \right] \right)
\]

\[
= st^{-1}\left( (I \otimes C^T) \mathbb{E}\left[ \chi_2(z(h)) \otimes \chi_1(z(k)) \otimes \eta_1(f(k)) \right] \otimes \mathbb{E}\left[ \eta_2(f(h)) \right] \right) = 0. \tag{2.6}
\]

In the same way, equation (2.4) and (2.5) are readily proved. \(\blacksquare\)
\textbf{Theorem 2.2.} Let $X(k) = [X_1^T(k) \cdots X_7^T(k)]^T$ be the extended state vector defined by
\[
\begin{aligned}
X_1(k) &= x(k) \in \mathbb{R}^n \\
X_2(k) &= \vartheta(k) \in \mathbb{R}^m \\
X_3(k) &= \vartheta(k) \otimes x(k) \in \mathbb{R}^{mn} \\
X_4(k) &= x^{[2]}(k) \in \mathbb{R}^{m^2} \\
X_5(k) &= \vartheta(k) \otimes x^{[2]}(k) \in \mathbb{R}^{m^2 n^2} \\
X_6(k) &= \vartheta^{[2]}(k) \otimes x^{[2]}(k) \in \mathbb{R}^{m^2 n^2} \\
X_7(k) &= \vartheta^{[2]}(k) \in \mathbb{R}^{m^2} 
\end{aligned}
\tag{2.7}
\]
Then the dynamical evolution of the quadratic measurements vector $Y(k)$ defined in (2.2) is given by:
\[
Y(k) = CX(k) + \Gamma(k) + \mathcal{W}(k),
\tag{2.8}
\]
with the matrix $C$ decomposed according to definition (2.7) as
\[
C = \begin{bmatrix}
C_{11} & O & C_{13} & O & O & O & O \\
O & O & O & C_{24} & C_{25} & C_{26} & O
\end{bmatrix},
\tag{2.9}
\]
where
\[
C_{11} = C_0, \quad C_{13} = \tilde{C}, \quad C_{24} = C_0^{[2]}, \\
C_{25} = M_1^2(q)(\tilde{C} \otimes C_0), \quad C_{26} = \tilde{C}^{[2]} (I_m \otimes C_{nm,n}^T).
\tag{2.10}
\]
\[
\Gamma(k) = [O_q^T \quad \xi_{w}^T(k)]^T, \quad \mathcal{W}(k) = [\mathcal{W}_1^T(k) \quad \mathcal{W}_2^T(k)]^T, \text{ where } \mathcal{W}_1(k) = w(k) \text{ and } \mathcal{W}_2(k) \text{ is the zero-mean, multiplicative noise sequence defined by:}
\]
\[
\mathcal{W}_2(k) = w^{[2]}(k) - \xi_{w}^T(k) + D_1 \left( X_1(k) \otimes w(k) \right) + D_2 \left( X_3(k) \otimes w(k) \right),
\tag{2.11}
\]
with
\[
D_1 = M_1^2(q) (C_0 \otimes I_q), \quad D_2 = M_1^2(q) (\tilde{C} \otimes I_q).
\tag{2.12}
\]
Moreover, $\mathcal{W}(k)$ is a sequence of uncorrelated random vectors.

**Proof.** The output equation immediately comes from (1.10). For the dynamics of its Kronecker square, by using the Kronecker product properties:
\[
y^{[2]}(k) = \left[ C_0 x + \tilde{C} (\vartheta(k) \otimes x(k)) + w(k) \right]^{[2]}
\]
\[
= C_{24} X_4(k) + C_{25} X_5(k) + C_{26} X_6(k) + D_1 \left( X_1(k) \otimes w(k) \right) + D_2 \left( X_3(k) \otimes w(k) \right) + w^{[2]}(k),
\tag{2.13}
\]
so that, according to (2.9), (2.10), (2.11) and (2.12), (2.8) is achieved. Moreover, note that from (2.11), the extended noise component $\mathcal{W}_2(k)$ can be written as $\mathcal{W}_2(k) = \chi_1(X(k)) \otimes \eta_1(w(k)) + \chi_2(X(k)) \otimes \eta_2(w(k)) + \chi_3(X(k)) \otimes \eta_3(w(k))$, with the sequences $\{X(k)\}, \{w(k)\}$ and $\{\eta_i(\cdot)\}$ satisfying the hypotheses of Lemma 2.1, so that
\[
\mathbb{E} \left[ \chi_i(X(k)) \otimes \eta_i(w(k)) \otimes \chi_j(X(h)) \otimes \eta_j(w(h)) \right] = 0, \tag{2.14}
\]
$\forall i, j = 1, 2, 3, \forall k \neq h$, from which follows that $\mathcal{W}(k)$ is a sequence of zero-mean random vectors.\[\blacksquare\]
Theorem 2.3. The equation of the extended state $X(k)$ defined by (2.7) in Theorem 2.2 is given by:

$$X(k + 1) = AX(k) + U(k) + V(k) + \varphi(X(k))$$  \hspace{1cm} (2.15)

where the matrix $A$ is decomposed according to definition (2.7) as

$$A = \begin{pmatrix}
A_{11} & 0 & A_{13} & 0 & 0 & 0 & 0 & 0 \\
0 & I_m & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & A_{33} & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & A_{44} & A_{45} & A_{46} & 0 & 0 \\
0 & A_{52} & 0 & 0 & A_{55} & A_{56} & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & A_{66} & A_{67} & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & I_{m^2} & 0
\end{pmatrix}$$  \hspace{1cm} (2.16)

with

$$A_{11} = A_0, \quad A_{13} = \tilde{A}, \quad A_{33} = I_m \otimes A_0,$$

$$A_{44} = A_0^2, \quad A_{45} = M_1^2(n)(\tilde{A} \otimes A_0),$$

$$A_{46} = \tilde{A}^2 \left( I_m \otimes C_{nn}^T \right), \quad A_{52} = I_m \otimes \xi^v,$$

$$A_{55} = I_m \otimes A_0^2, \quad A_{66} = I_{m^2} \otimes A_0^2,$$

$$A_{56} = I_m \otimes (M_1^2(n)(\tilde{A} \otimes A_0)), \quad A_{67} = I_{m^2} \otimes \xi^v,$$

where

$$U(k) = [O_n^T \quad O_m^T \quad O_m^T \quad \xi_2^T(k) \quad O_m^{T^2} \quad O_{m^2} \quad O_{m^2}^T] \quad (2.16)$$

$U(k)$ is a deterministic input and $V(k) = [V_1^T(k) \quad O^T \quad V_3^T(k) \quad V_5^T(k) \quad V_6^T(k) \quad O^T]^T$ is a zero-mean, uncorrelated multiplicative noise sequence given by

$$\begin{cases}
V_1(k) = v(k) \in \mathbb{R}^n \\
V_3(k) = X_2(k) \otimes v(k) \in \mathbb{R}^{mn} \\
V_4(k) = v^{[2]}(k) - \xi_2^v + Q_1(X_1(k) \otimes v(k)) + Q_2(X_3(k) \otimes v(k)) \in \mathbb{R}^{m^2} \\
V_5(k) = X_2(k) \otimes (v^{[2]}(k) - \xi_2^v) + Q_3(X_3(k) \otimes v(k)) \in \mathbb{R}^{m^2} \\
V_6(k) = X_7(k) \otimes (v^{[2]}(k) - \xi_2^v) + Q_5(X_2(k) \otimes X_3(k) \otimes (v(k)) \in \mathbb{R}^{m^2} \\
\quad + Q_4(X_2(k) \otimes X_3(k) \otimes v(k)) \in \mathbb{R}^{m^2} \\end{cases}$$  \hspace{1cm} (2.19)

where

$$\begin{align}
Q_1 &= M_1^2(n)(A_0 \otimes I_n) \\
Q_2 &= M_1^2(n)(\tilde{A} \otimes I_n) \\
Q_3 &= I_m \otimes (M_1^2(n)(A_0 \otimes I_n)) \\
Q_4 &= I_m \otimes (M_1^2(n)(\tilde{A} \otimes I_n)) \\
Q_5 &= I_{m^2} \otimes (M_1^2(n)(A_0 \otimes I_n)) \\
Q_6 &= I_{m^2} \otimes (M_1^2(n)(\tilde{A} \otimes I_n)) \end{align}$$  \hspace{1cm} (2.20)
Moreover \( V(k) \) is a sequence of uncorrelated random variables. All the nonlinearities are embodied into the term \( \varphi(X(k)) = [O_n^T O_m^T \varphi_3(X) O_n^{T^2} \varphi_5(X) \varphi_6(X) O_m^{T^2}]^T \) which is a nonlinear map of the components of the extended state \( X \) given by:

\[
\begin{align*}
\varphi_3(X(k)) &= \phi_3(X_2(k) \otimes X_3(k)) \in \mathbb{R}^{mn} \\
\varphi_5(X(k)) &= \phi_5(X_2(k) \otimes X_6(k)) \in \mathbb{R}^{mn^2} \\
\varphi_6(X(k)) &= \phi_{6,a}(X_2(k) \otimes X_6(k)) + \phi_{6,b}(X_7(k) \otimes X_6(k)) \in \mathbb{R}^{m^2n^2}
\end{align*}
\]

with

\[
\begin{align*}
\phi_3 &= I_m \otimes \tilde{A}, \\
\phi_5 &= I_m \otimes \left( \tilde{A}^{[2]} (I_m \otimes C_{mn,n}^T) \right), \\
\phi_{6,a} &= I_{m^2} \otimes \left( M_2(n) (\tilde{A} \otimes A_0) \right), \\
\phi_{6,b} &= I_{m^2} \otimes \left( \tilde{A}^{[2]} (I_m \otimes C_{nm,n}^T) \right).
\end{align*}
\]

**Proof.** The dynamics of \( X_1 \), \( X_2 \) and \( X_7 \) easily comes from (1.9) and (2.1). For the others:

\[
X_3(k+1) = \theta(k) \otimes \left[ A_0 x(k) + \tilde{A} (\theta(k) \otimes x(k)) + v(k) \right]
\]

\[
= \left( I_m \otimes A_0 \right) (\theta(k) \otimes x(k)) + \left( I_m \otimes \tilde{A} \right) (\theta^{[2]}(k) \otimes x(k)) + \theta(k) \otimes v(k)
\]

\[
= A_{33} X_3(k) + V_2(k) + \varphi_3(X(k)), \tag{2.23}
\]

\[
X_4(k+1) = \left[ A_0 x(k) + \tilde{A} (\theta(k) \otimes x(k)) + v(k) \right]^{[2]}
\]

\[
= A_{44} X_4(k) + A_{45} X_5(k) + A_{46} X_6(k) + v^{[2]}(k) + Q_1 (X_1(k) \otimes v(k)) + Q_2 (X_3(k) \otimes v(k)), \tag{2.24}
\]

\[
X_5(k+1) = \theta(k) \otimes X_4(k+1)
\]

\[
= A_{55} X_5(k) + A_{56} X_6(k) + \phi_5 (X_2(k) \otimes X_6(k)) + Q_3 (X_3(k) \otimes v(k))
\]

\[
+ Q_4 (X_2(k) \otimes X_3(k) \otimes v(k)) + X_2(k) \otimes v^{[2]}(k) \tag{2.25}
\]

\[
X_6(k+1) = \theta(k) \otimes X_5(k+1)
\]

\[
= A_{66} X_6(k) + \phi_{6,a} (X_2(k) \otimes X_6(k)) + \phi_{6,b} (X_7(k) \otimes X_6(k)) + Q_5 (X_2(k) \otimes X_3(k) \otimes v(k))
\]

\[
+ Q_6 (X_7(k) \otimes X_3(k) \otimes v(k)) + X_7(k) \otimes v^{[2]}(k), \tag{2.26}
\]

according to the Kronecker product properties. The proof is completed by following the same sketch as in Theorem 2.2. The fact that \( \{ V(k) \} \) is a sequence of uncorrelated random vectors comes readily from Lemma 2.1.
3. The filtering algorithm

As previously mentioned, the proposed filtering algorithm is based on the EKF applied to the extended model equations:

\[
X(k+1) = AX(k) + U(k) + V(k) + \varphi(X(k)) \\
Y(k) = CX(k) + \Gamma(k) + W(k).
\]

(3.1)

where it is worthwhile to remark that the unique nonlinearities appear in the term \(\varphi(X)\). According to the extended state formulation, the unknown parameter \(\vartheta\) is treated as a random vector with known initial distribution. This means that all the moments of \(\vartheta(k)\), \(\forall k\) are available, and can be used in the computation of both the covariance matrices of the extended noises and the mean value of the extended state, as it will be clearer later.

As it is expected from the optimal polynomial approach, the quadratic filter requires the knowledge of the first four noises moments, given by (1.6), appearing in the covariance matrices of the extended noises (see Appendix B). Such an information is not used by the classical EKF, which just requires the first and second order moments: this justifies the adopted procedure with respect to the classical EKF.

In order to compute the covariances of the sequences \(V(k)\) and \(W(k)\) it is necessary the knowledge of the expected values \(Z_i(k) = \mathbb{E}[X_i(k)]\), whose dynamical equations, according to (2.15), are given by

\[
Z(k+1) = AZ(k) + U(k) + \mathbb{E} \left[ \varphi(X(k)) \right].
\]

(3.2)

Note that, thanks to (2.21), the nonlinear term in (3.2) contains the following mean values:

\[
\mathbb{E} \left[ \vartheta[i](k) \otimes x[j](k) \right] = \mathbb{E} \left[ \vartheta[i](k) \right] \otimes \mathbb{E} \left[ x[j](k) \right],
\]

(3.3)

with \(i = 2, 3, 4\) and \(j = 1, 2\). The first mean value is computed from the statistics of \(\vartheta(0)\), according to the fact that the parameter \(\vartheta(k)\) obeys to the stationary equation (2.1); the other can be referred to as \(Z_1(k)\) or \(Z_4(k)\) depending on whether \(j = 1\) or \(j = 2\). That means, equation (3.2) can be rewritten as:

\[
Z(k+1) = AZ(k) + U(k) + \tilde{\varphi}(Z(k)),
\]

(3.4)

with \(\tilde{\varphi}(Z)\) a suitable defined nonlinear map. Moreover the extended state and measurement noises are uncorrelated, that means, for \(i = 1, \ldots, 7\) and \(j = 1, 2\):

\[
\mathbb{E} \left[ V_i(k) W_j^T(h) \right] = 0, \quad \forall k, h,
\]

(3.5)

as it comes from Lemma 2.1. Finally, the first order approximation of the nonlinear map \(\varphi(X(k))\) around the current estimate \(\hat{X}(k)\) is needed. According to (2.21) it comes that each nonlinear term has the form:

\[
\Phi(X_i \otimes X_j), \quad i, j \in \{1, \ldots, 7\}
\]

(3.6)

so that, its linear approximation is:

\[
X_i(k) \otimes X_j(k) \approx \hat{X}_i(k) \otimes \hat{X}_j(k) \\
+ (I \otimes \hat{X}_j(k)) \cdot (X_i(k) - \hat{X}_i(k)) + (\hat{X}_i(k) \otimes I) \cdot (X_j(k) - \hat{X}_j(k)).
\]

(3.7)
Similarly to the classical EKF [10], the proposed Filtering Algorithm is a recursive estimation scheme whose performances depend on the specific application. A better behavior with respect to the classical EKF is expected because a higher degree approximation of the nonlinearity appearing in the extended system is adopted. Here follows a description of the algorithm, where some formulas reported in the Appendix are used.

The proposed Filtering Algorithm

I) Computation of the initial conditions of the filter:
\[
\tilde{X}(0|1) = \mathbf{E}[X(0)] = \zeta_1^0, \quad \text{a priori estimate of the initial extended state}; \quad (3.8)
\]
\[
P_p(0) = \text{Cov}(X(0)), \quad \text{covariance of the a priori estimate}; \quad (3.9)
\]
\[
Z(0) = \zeta_1^0, \quad \text{initialization of (3.2)}; \quad (3.10)
\]
\[
k = -1, \quad \text{initialization of the counter}; \quad (3.11)
\]

II) computation of the extended output prediction:
\[
\tilde{Y}(k+1|k) = C\tilde{X}(k+1|k) + \Gamma(k+1)
\]
(note that the matrix $C$ does not depend on time);

III) computation of the output noise covariance:
\[
\Psi^W(k) = \Psi^W(k, \tilde{X}(k)) \quad \text{using (B.22)}; \quad (3.13)
\]
(note that $\Psi^W(k+1)$ requires the knowledge of $Z_i(k+1), \ i = 1, \ldots, 7$)

IV) computation of the Kalman gain:
\[
K(k+1) = P_p(k+1)C^T(CP_p(k+1)C^T + \Psi^W(k+1))^{-1}
\]

V) computation of the error covariance matrix:
\[
P(k+1) = \left(I_N - K(k+1)C\right)P_p(k+1), \quad (3.15)
\]
with $N = n + m + mn + n^2 + mn^2 + m^2n^2 + m^2$;

VI) computation of the state estimate $\tilde{X}(k+1)$:
\[
\tilde{X}(k+1) = \tilde{X}(k+1|k) + K(k+1)(Y(k+1) - \tilde{Y}(k+1|k)); \quad (3.16)
\]

VII) increment of the counter: $k = k + 1$;

VIII) computation of the extended state prediction:
\[
\tilde{X}(k+1|k) = A\tilde{X}(k) + u(k) + \varphi(\tilde{X}(k)); \quad (3.17)
\]

IX) computation of the first order approximation of the extended state equation around $\tilde{X}(k)$:
\[
\bar{A}(k) = A + \left. \frac{\partial \varphi(X)}{\partial X} \right|_{\tilde{X}(k)}, \quad \text{using (D.3)} \quad (3.18)
\]
\[
\psi^V(k) = \psi^V(k, \tilde{X}(k)) \quad \text{using (B.21)} \quad (3.19)
\]
(also in this case, $\psi^V(k)$ requires $Z_i(k), \ i = 1, \ldots, 7$);
11.

X) computation of the one-step prediction error covariance matrix:

\[ P_{p}(k+1) = A(k)P(k)A(k)^T + \Psi^V(k); \quad (3.20) \]

XI) computation of \( Z_i(k+1), i = 1, \ldots, 7 \), using (3.2). GOTO STEP II.

4. Simulation results

Some significative results are here reported in order to show the effectiveness of the proposed algorithm.

Consider the following system:

\[
\begin{align*}
  x_1(k+1) &= x_2(k) + v_1(k), \\
  x_2(k+1) &= \theta x_1(k) + 0.3x_2(k) + v_2(k), \\
  y(k) &= x_1(k) - x_2(k) + w(k),
\end{align*}
\]

with \( v_1, v_2, w \) mutually independent noise sequences with asymmetrical distributions

\[
P\{v_i(k) = -0.4\} = 0.9, \quad P\{v_i(k) = 3.6\} = 0.1,
\]

for \( i = 1, 2 \) and

\[
P\{w(k) = 1.2\} = 0.2, \quad P\{w(k) = -0.3\} = 0.8.
\]

These distributions are assumed known, so that the moments up to the 4th order can be computed, as required by the estimation algorithm. For the initialization of the algorithm also the distribution of the initial state \( x_0 \) is required. For this purpose, the initial state \( x_0 \) is assumed gaussian with zero mean and covariance \( I_n \).

It is assumed that the system (4.1) is stable. This means that necessarily the unknown parameter \( \theta \) belongs to the interval \([-1, 0.7]\). In the reported simulation the true values for the parameter \( \theta \) and the initial state \( x_0 \) are

\[
\theta = 0.4, \quad x_0 = \begin{bmatrix} 10 \\ 8 \end{bmatrix},
\]

The initial estimate of the parameter is chosen in the center of the admissible interval, that is \( \hat{\theta}_0 = -1.5 \), whereas the initial state estimate is taken equal to its mean value 0. In order to test the goodness of the quadratic approach, the proposed filtering algorithm has been compared with the Extended Kalman Filter. The reported results refer to simulation over 1000 steps. Figures 1 and 2 report the true states, the quadratic estimates and the EKF estimates, while figure 3 report the true parameter and its quadratic and EKF estimates. Due to the high frequency behavior of the state only the first 50 simulation step are plotted in fig.’s 1 and 2.

The computation of the mean square estimation errors over the 1000 simulation steps, for both the quadratic algorithm and the EKF algorithm, gives the following result

\[
\begin{align*}
  \sigma^2_{1,\text{Quad}} &= 0.8223, & \sigma^2_{1,\text{EKF}} &= 1.4404, \\
  \sigma^2_{2,\text{Quad}} &= 0.4210, & \sigma^2_{2,\text{EKF}} &= 0.8826.
\end{align*}
\]

These data show that in this example the proposed algorithm improves in a very effective manner the performances of the EKF, by decreasing the mean square errors for more than 40%.
Figure 1: True and estimated state: the first component.

Figure 2: True and estimated state: the second component.
5. Conclusions and future developments

The problem of the simultaneous state and parameters estimation for the class of systems described by (1.4)-(1.5) affected by additive noises, not necessarily Gaussian, has been investigated in this paper. The filtering algorithm here proposed is based on two steps: first the system is extended by considering the state variables shown by Lemma 2.2, obtaining a global system where all the nonlinearities are enclosed in the function $\varphi$ whose components are given by (2.21). Next, the filter of the approximating system is computed, by exploiting not only the measurements but also their square. Numerical simulations show good performances of the proposed filter. In particular, in the presence of non-Gaussian noises, in most cases the proposed algorithm provides better state estimate of the uncertain system when compared to the Extended Kalman Filter.

The extension of these results to the Borel subspace of the polynomial transformations of the output will be object of future research.

A. Kronecker Algebra

For the ease of the reader, in this Appendix are reported some useful results on the Kronecker algebra. The proofs and other further details can be found in [7]. Let $M$ and $N$ be matrices of dimensions $r \times s$ and $p \times q$ respectively, then the Kronecker product $M \otimes N$ is defined as the $(r \cdot p) \times (s \cdot q)$ matrix

$$M \otimes N = \begin{bmatrix} m_{11}N & \cdots & m_{1s}N \\
\vdots & \ddots & \vdots \\
m_{r1}N & \cdots & m_{rs}N \end{bmatrix}, \quad (A.1)$$

where the $m_{ij}$ are the entries of $M$. 

![Figure 3: True and estimated parameter $\vartheta_0$.](image-url)
Definition A.1. Let $M$ be an $r \times s$ matrix:

$$M = \begin{bmatrix} m_1 & m_2 & \ldots & m_s \end{bmatrix},$$

(A.2)

where $m_i$ denotes the $i$-th column of $M$. The stack of $M$ is defined as the $r \cdot s$ vector:

$$M = \begin{bmatrix} m_1 \\ m_2 \\ \vdots \\ m_s \end{bmatrix}.$$  

(A.3)

Observe that a vector as in (A.3) can be reduced to a matrix $M$ as in (A.2), once it is known the number of the rows $r$ of the original matrix, by considering the inverse operation of the stack denoted by $st^{-1}$. More generally, let $m$ be a vector in $IR^\mu$, and $r$ be a divisor of $\mu$. Then the $r \times (\mu/r)$ matrix given by $M = st^{-1}(m, r)$ is defined so that:

$$st(M) = m.$$  

(A.4)

In presence of vectors $m \in IR^{(\mu^2)}$, that is their length is given by a square, the notation $st^{-1}(m)$ has to be considered as a short version of $st^{-1}(m, \mu)$.

In case of vectors Kronecker products, it is easy to verify that, if $u \in IR^r$ and $v \in IR^s$, the $i$-th entry of $u \otimes v$ is given by

$$(u \otimes v)_i = u_i \cdot v_m; \quad l = \left\lfloor \frac{i - 1}{s} \right\rfloor + 1, \quad m = \lfloor i - 1 \rfloor_s + 1,$$  

(A.5)

where $\lfloor \cdot \rfloor$ and $| \cdot |_s$ denote integer part and $s$-modulo respectively. Moreover, the Kronecker power of $M$ is defined as

$$M^{[0]} = 1 \in IR,$$  

(A.6a)

$$M^{[l]} = M \otimes M^{[l-1]} \quad l \geq 1.$$  

(A.6b)

Some useful properties of the Kronecker product and stack operation are the followings:

$$(A + B) \otimes (C + D) = A \otimes C + A \otimes D + B \otimes C + B \otimes D$$  

(A.7a)

$$A \otimes (B \otimes C) = (A \otimes B) \otimes C$$  

(A.7b)

$$A \cdot C) \otimes (B \cdot D) = (A \otimes B) \cdot (C \otimes D)$$  

(A.7c)

$$(A \otimes B)^T = A^T \otimes B^T$$  

(A.7d)

$$st(A \cdot B \cdot C) = (C^T \otimes A) \cdot st(B)$$  

(A.7e)

$$u \otimes v = st(v \cdot u^T)$$  

(A.7f)

$$tr(A \otimes B) = tr(A) \cdot tr(B)$$  

(A.7g)

Other useful properties can be found in [7].

A generalized version of (A.7c), often used throughout the paper is the following:

$$(A_1 \cdot B_1) \otimes (A_2 \cdot B_2) \otimes (A_3 \cdot B_3) = (A_1 \otimes A_2 \otimes A_3) \cdot (B_1 \otimes B_2 \otimes B_3).$$  

(A.8)

According to its definition (A.1), the Kronecker product is not commutative. However, the following result holds:
Lemma A.2. For any given pair of matrices $A \in \mathbb{R}^{r \times s}$, $B \in \mathbb{R}^{n \times m}$, it is:

$$B \otimes A = C_{r,n}^T (A \otimes B) C_{s,m},$$

where $C_{r,n}$, $C_{s,m}$ are defined so that, denoted $\{C_{u,v}\}_{h,l}$ their $(h,l)$ entries:

$$\{C_{u,v}\}_{h,l} = \begin{cases} 1, & \text{if } l = \left( |h-1| + \left\lfloor \frac{h-1}{r} \right\rfloor + 1 \right); \\ 0, & \text{otherwise.} \end{cases}$$

Proposition A.3. For any given matrices $A, B, C, D$, having dimensions $n_A \times m_A$, $n_B \times m_B$, $n_C \times m_C$, $n_D \times m_D$ respectively:

$$A \otimes B \otimes C \otimes D = (I_{n_A} \otimes C_{nCnD,nB}^T) (A \otimes C \otimes D \otimes B) (I_{m_A} \otimes C_{mCmD,mB}).$$

Proof.

By applying property (A.7b), (A.7c) and lemma A.2:

$$A \otimes B \otimes C \otimes D = \left( A \otimes (B \otimes (C \otimes D)) \right)$$

$$= \left( A \otimes (C_{nCnD,nB}^T (C \otimes D \otimes B) C_{mCmD,mB}) \right)$$

$$= (I_{n_A} \otimes C_{nCnD,nB}^T (A \otimes ((C \otimes D \otimes B) C_{mCmD,mB}))$$

$$= (I_{n_A} \otimes C_{nCnD,nB}^T) (A \otimes C \otimes D \otimes B) (I_{m_A} \otimes C_{mCmD,mB}).$$

Remark A.4. Observe that $C_{1,1} = 1$, hence in the vector case when $a \in \mathbb{R}^r$ and $b \in \mathbb{R}^n$, (A.9) becomes

$$b \otimes a = C_{r,n}^T(a \otimes b).$$

Moreover, in the vector case the commutation matrices satisfy also the following recursive formula.

Lemma A.5. Let $a, b \in \mathbb{R}^n$ and $l \in \mathbb{N}$. Then

$$b^{[l]} \otimes a = G_l(n)(a \otimes b^{[l]}),$$

with the sequence $\{G_l(n) = C_{n,n}^T\}$ given by the following recursive equations

$$G_1(n) = C_{n,n}^T,$$

$$G_l(n) = (I_{n,1} \otimes G_{l-1}(n)) \cdot (G_1(n) \otimes I_{n,l-1}), \quad l > 1,$$

where $I_{n,r}$ is the identity matrix in $\mathbb{R}^{n \times r}$.

A binomial formula can be found for the Kronecker power, which generalizes the classical Newton one.
Lemma A.6. Let \(a, b \in \mathbb{R}^n\). For any integer \(h \geq 0\) the matrix coefficients of the following binomial power formula:

\[
(a + b)^[h] = \sum_{k=0}^{h} M^h_k(a^k \otimes b^{[h-k]})
\]  

(A.16)

constitute a set of matrices \(\{M^h_0(n), \ldots, M^h_h(n); \ M^h_k(n) \in \mathbb{R}^{n \times n^h}\}\) such that:

\[
M^h_0(n) = I_{n \times n}, \quad M^h_1(n) = M^h_0(n) = I_{n \times n},
\]

(A.17a)

\[
M^h_j(n) = (M^h_{j-1}(n) \otimes I_{n,1}) \cdot (I_{n, j-1} \otimes G_{h-j}(n)), \quad 1 \leq j \leq h - 1,
\]

(A.17b)

where \(G_i(n)\) and \(I_{n,1}\) are as in Lemma A.4.

Lemma A.6 can also be generalized to the polynomial case. Obviously, given any polynomial \(a_1 + \ldots + a_p, a_i \in \mathbb{R}^n, 1 \leq i \leq p, p \in \mathbb{N}\), its \(h\)-th Kronecker power admits a representation as:

\[
(a_1 + a_2 + \ldots + a_p)^[h] = \sum_{h_1, \ldots, h_p \geq n, h_1 + \ldots + h_p = h} M^h_{h_1, \ldots, h_p} \left(a_1^{[h_1]} \otimes a_2^{[h_2]} \otimes \cdots \otimes a_p^{[h_p]}\right)
\]

(A.18)

where \(M^h_{h_1, \ldots, h_p}\) are suitable matrices. The definition of symbols \(M^l_{l_1, \ldots, l_s}\) is extended, with \(l > 0\) when at least one of the \(l_i\)'s is negative, as

\[
M^l_{l_1, \ldots, l_s} = O_{n^l \times n^l}.
\]

Moreover the following statement can be proved:

Lemma A.7. The matrices \(M^h_{h_1, \ldots, h_p} \in \mathbb{R}^{n \times n^h}\) in (A.18) satisfy the recursive formula:

\[
M^h_{h_1, \ldots, h_p} = I_1, \quad h = 1
\]

(A.20a)

\[
M^h_{h_1, \ldots, h_p} = \sum_{1 \leq i \leq p-1} (M^h_{h_1, \ldots, h_i-1, \ldots, h_p} \otimes I_1) \left(I_{h+1, \ldots, h_i-1} \otimes G_{h+1, \ldots, h_p}\right)
\]

\[
+ M^h_{h_1, \ldots, h_p} \otimes I_1, \quad h > 1.
\]

(A.20b)

\[\text{Proof.}\] The proof can be found in [7].

B. Computation of the covariances matrices

The explicit expression for the covariances of the extended state and output noises can be directly derived from (2.11) and (2.19), by exploiting the Kronecker product properties and the mutual independence between each state component and the noise at the same instant.

For convenience, the block expressions of the noise are reported:

\[
\mathcal{V}(k) = \begin{bmatrix} \mathcal{V}_1(k) & 0 & \mathcal{V}_3(k) & \mathcal{V}_4(k) & \mathcal{V}_5(k) & \mathcal{V}_6(k) \end{bmatrix}^T \in \mathbb{R}^N,
\]

(B.1)

\[
\mathcal{W}(k) = \begin{bmatrix} \mathcal{W}_1(k) & \mathcal{W}_2(k) \end{bmatrix}^T \in \mathbb{R}^{q^i + q^2},
\]

(B.2)

so that the covariances can also be blocks-built. By defining \(\Psi_i^{V} = \mathbb{E} \left[ \Psi_i(k) \mathcal{V}_j^T(k) \right]\) and \(\Psi_i^{W} = \mathbb{E} \left[ \mathcal{W}_i(k) \mathcal{W}_j^T(k) \right]\) respectively the \(i,j\)-th block of the state noise and of the output noise covariance and taking into account the explicit expressions of every single terms, the following
results hold:

\( \psi_{1,1}(k) = st^{-1} \xi_2^u, \)  \hspace{0.6em} \text{(B.3)}

\( \psi_{1,3}(k) = Z_2^T \otimes st^{-1} \xi_2^u, \)  \hspace{0.6em} \text{(B.4)}

\( \psi_{3,1}(k) = st^{-1} \xi_3^u + Q_1 \left( Z_1 \otimes st^{-1} \xi_2^u \right) + Q_2 \left( Z_3 \otimes st^{-1} \xi_2^u \right), \)  \hspace{0.6em} \text{(B.5)}

\( \psi_{3,3}(k) = Z_2 \otimes st^{-1} \xi_3^u + Q_3 \left( Z_3 \otimes st^{-1} \xi_2^u \right) + Q_4 \left( IE \left[ X_2 \otimes X_3 \right] \otimes st^{-1} \xi_2^u \right), \)  \hspace{0.6em} \text{(B.6)}

\( \psi_{6,1}(k) = Z_7 \otimes st^{-1} \xi_3^u + Q_5 \left( IE \left[ X_2 \otimes X_3 \right] \otimes st^{-1} \xi_2^u \right) + Q_6 \left( IE \left[ X_7 \otimes X_3 \right] \otimes st^{-1} \xi_2^u \right), \)  \hspace{0.6em} \text{(B.7)}

\( \psi_{5,3}(k) = st^{-1} Z_7 \otimes st^{-1} \xi_2^u, \)  \hspace{0.6em} \text{(B.8)}

\( \psi_{4,3}(k) = Z_2^T \otimes st^{-1} \xi_3^u + Q_1 \left( IE \left[ X_1 X_2^T \right] \otimes st^{-1} \xi_2^u \right) + Q_2 \left( IE \left[ X_3 X_2^T \right] \otimes st^{-1} \xi_2^u \right), \)  \hspace{0.6em} \text{(B.9)}

\( \psi_{5,3}(k) = IE \left[ X_2 X_2^T \right] \otimes st^{-1} \xi_3^u + Q_3 \left( IE \left[ X_3 X_2^T \right] \otimes st^{-1} \xi_2^u \right) + Q_4 \left( IE \left[ X_7 \otimes X_3 \right] X_2^T \right) \otimes st^{-1} \xi_2^u \)  \hspace{0.6em} \text{(B.10)}

\( \psi_{6,3}(k) = IE \left[ X_7 X_2^T \right] \otimes st^{-1} \xi_3^u + Q_5 \left( IE \left[ X_2 \otimes X_3 \right] X_2^T \right) \otimes st^{-1} \xi_2^u \)  \hspace{0.6em} \text{(B.11)}

\( \psi_{4,4}(k) = st^{-1} \xi_4^u - \xi_2^u \xi_3^u T + \left( Z^T \otimes st^{-1} \xi_2^u \right) Q_4^T + \left( Z_3 \otimes st^{-1} \xi_3^u \right) Q_2^T + \left( Z_4 \otimes st^{-1} \xi_3^u \right) Q_1^T + Q_1 \left( Z_1 \otimes st^{-1} \xi_3^u \right), \)  \hspace{0.6em} \text{(B.12)}

\( \psi_{5,4}(k) = Z_2 \otimes st^{-1} \xi_4^u - Z_2 \otimes \left( \xi_3^u \xi_2^u T \right) + \left( IE \left[ X_2 X_2^T \right] \otimes st^{-1} \xi_3^u \right) Q_4^T + \left( IE \left[ X_2 X_3^T \right] \otimes st^{-1} \xi_3^u \right) Q_2^T + Q_4 \left( IE \left[ X_2 \otimes X_3 \right] X_2^T \right) \otimes st^{-1} \xi_2^u \)  \hspace{0.6em} \text{(B.13)}

\( \psi_{6,4}(k) = Z_7 \otimes st^{-1} \xi_4^u - Z_7 \otimes \left( \xi_3^u \xi_2^u T \right) + \left( IE \left[ X_7 X_2^T \right] \otimes st^{-1} \xi_3^u \right) Q_4^T + \left( IE \left[ X_7 X_3^T \right] \otimes st^{-1} \xi_3^u \right) Q_2^T + Q_5 \left( IE \left[ X_2 \otimes X_3 \right] X_2^T \right) \otimes st^{-1} \xi_2^u \)  \hspace{0.6em} \text{(B.14)}

\( \psi_{5,5}(k) = IE \left[ X_2 X_3^T \right] \otimes st^{-1} \xi_4^u - IE \left[ X_2 X_2^T \right] \otimes \left( \xi_3^u \xi_2^u T \right) + \left( IE \left[ X_2 X_3^T \right] \otimes st^{-1} \xi_3^u \right) Q_4^T \)  \hspace{0.6em} \text{(B.15)}

\( \psi_{6,5}(k) = IE \left[ X_7 X_3^T \right] \otimes st^{-1} \xi_4^u - IE \left[ X_7 X_2^T \right] \otimes \left( \xi_3^u \xi_2^u T \right) + \left( IE \left[ X_7 X_3^T \right] \otimes st^{-1} \xi_3^u \right) Q_4^T \)  \hspace{0.6em} \text{(B.16)}
and being all the statistics of 18. appearing in the expressions (B.21)-(B.22) assume the form computed by taking into account their definition and the independance of 

\[ \Psi_{i,j} = \begin{pmatrix} \Psi_{i,j}^{(1)}(k) & 0 & \Psi_{i,j}^{(2)}(k) & \Psi_{i,j}^{(3)}(k) & \Psi_{i,j}^{(4)}(k) & \Psi_{i,j}^{(5)}(k) & \Psi_{i,j}^{(6)}(k) \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ \Psi_{j,k}^{(1)}(k) & 0 & \Psi_{j,k}^{(2)}(k) & \Psi_{j,k}^{(3)}(k) & \Psi_{j,k}^{(4)}(k) & \Psi_{j,k}^{(5)}(k) & \Psi_{j,k}^{(6)}(k) \\ \Psi_{k,l}^{(1)}(k) & 0 & \Psi_{k,l}^{(2)}(k) & \Psi_{k,l}^{(3)}(k) & \Psi_{k,l}^{(4)}(k) & \Psi_{k,l}^{(5)}(k) & \Psi_{k,l}^{(6)}(k) \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ \Psi_{l,m}^{(1)}(k) & 0 & \Psi_{l,m}^{(2)}(k) & \Psi_{l,m}^{(3)}(k) & \Psi_{l,m}^{(4)}(k) & \Psi_{l,m}^{(5)}(k) & \Psi_{l,m}^{(6)}(k) \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 \end{pmatrix} \]

so that the covariance matrices assume the following blocks-form:

\[ \Psi_{i,j}^{(1)}(k) = \begin{pmatrix} \Psi_{i,j}^{(1)}(k) & 0 & \Psi_{i,j}^{(2)}(k) & \Psi_{i,j}^{(3)}(k) & \Psi_{i,j}^{(4)}(k) & \Psi_{i,j}^{(5)}(k) & \Psi_{i,j}^{(6)}(k) \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ \Psi_{j,k}^{(1)}(k) & 0 & \Psi_{j,k}^{(2)}(k) & \Psi_{j,k}^{(3)}(k) & \Psi_{j,k}^{(4)}(k) & \Psi_{j,k}^{(5)}(k) & \Psi_{j,k}^{(6)}(k) \\ \Psi_{k,l}^{(1)}(k) & 0 & \Psi_{k,l}^{(2)}(k) & \Psi_{k,l}^{(3)}(k) & \Psi_{k,l}^{(4)}(k) & \Psi_{k,l}^{(5)}(k) & \Psi_{k,l}^{(6)}(k) \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ \Psi_{l,m}^{(1)}(k) & 0 & \Psi_{l,m}^{(2)}(k) & \Psi_{l,m}^{(3)}(k) & \Psi_{l,m}^{(4)}(k) & \Psi_{l,m}^{(5)}(k) & \Psi_{l,m}^{(6)}(k) \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 \end{pmatrix} \]

As already noted, the covariances depend on the mean values \( Y_i(k) = \mathbb{E}[X_i(k)] \), \( i = 1, \ldots, 7 \) and on the expected value of the Frobenius-Kronecker products of the state variables, that can be easily computed by taking into account their definition and the independance of \( \varphi(k) \) and \( x(k) \), \( \forall k \). In fact, by using the stack property (A.7f), it can be readily proved that every expected value appearing in the expressions (B.21)-(B.22) assume the form \( \mathbb{E}[\varphi^{[r]}(k)] \otimes \mathbb{E}[x^{[s]}(k)] \), with \( r \leq 6 \) and \( s \leq 2 \).

For instance, let us consider the maximum power term, appearing in (B.17):

\[ \mathbb{E}\left[ (X_7 \otimes X_3) (X_7 \otimes X_3)^T \right] = \mathbb{E}\left[ (X_7 \otimes X_3)^2 \right] = (I_{m^2} \otimes C_{m^2 \times m^2, m^2}) \mathbb{E}\left[ (X_7^2 \otimes X_3^2) \right] = (I_{m^2} \otimes C_{m^2 \times m^2, m^2}) \mathbb{E}\left[ \varphi^6 \otimes x^2 \right] = (I_{m^2} \otimes C_{m^2 \times m^2, m^2}) \mathbb{E}\left[ \varphi^6 \otimes Z_4 \right] \]

being all the statistics of \( \varphi^{[r]}(k) \) stationary, \( \forall i \). The proof is so completed.
C. Mutual covariance between extended state and output noises

This Appendix shows the uncorrelation between the extended state and output noises appearing in (2.8) and (2.15). As usual, the mutual covariance is computed block by block, taking into account that the state, the state noise \(v(k)\) and the measurement noise \(w(k)\) are mutually independent at the same instant.

The proof that \(\mathbb{E} \left[ \mathcal{V}_i(k) \mathcal{W}_j^T(k) \right] = 0 \quad \forall k, \ i = 1, 3, 4, 5, 6\) is immediate: the same holds for \(\mathbb{E} \left[ \mathcal{V}_i(k) \mathcal{W}_j^T(k) \right] = 0 \quad \forall k, \ i = 1, 3, 4\). For the remaining terms, here follows the computation of \(\mathbb{E} \left[ \mathcal{V}_i(k) \mathcal{W}_j^T(k) \right]\):

\[
\mathbb{E} \left[ \mathcal{V}_i(k) \mathcal{W}_j^T(k) \right] = \mathbb{E} \left[ (v^{[2]} - \xi_3^w) \left( (X_i^T \otimes w^T) D_1^T + (X_2^T \otimes w^T) D_2^T \right) \right] \\
+ \mathbb{E} \left[ (v^{[2]} - \xi_3^w) (w^{[2]} - \xi_2^w)^T \right] + \mathbb{E} \left[ (Q_1 (X_1 \otimes v) + Q_2 (X_3 \otimes w)) (w^{[2]} - \xi_2^w)^T \right] \\
+ Q_1 \mathbb{E} \left[ (X_1 \otimes v) (X_i^T \otimes w^T) \right] D_1^T + Q_1 \mathbb{E} \left[ (X_1 \otimes v) (X_2^T \otimes w^T) \right] D_2^T \\
+ Q_2 \mathbb{E} \left[ (X_3 \otimes v) (X_i^T \otimes w^T) \right] D_1^T + Q_2 \mathbb{E} \left[ (X_3 \otimes v) (X_2^T \otimes w^T) \right] D_2^T \\
= (\mathbb{E} \left[ X_i^T \otimes \mathbb{E} \left[ (v^{[2]} - \xi_3^w) (w^T) \right] \right] D_1^T + (\mathbb{E} \left[ X_i^T \otimes \mathbb{E} \left[ (w^{[2]} - \xi_2^w) \right] \right] D_2^T \\
+ \mathbb{E} \left[ (v^{[2]} - \xi_3^w) \mathbb{E} \left[ (w^{[2]} - \xi_2^w)^T \right] \right] + (Q_1 \mathbb{E} \left[ X_1 \right] + Q_2 \mathbb{E} \left[ X_3 \right]) \otimes \mathbb{E} \left[ v (w^{[2]} - \xi_2^w)^T \right] \\
+ Q_1 \left( \mathbb{E} \left[ X_1 X_i^T \right] \otimes \mathbb{E} \left[ vw^T \right] \right) D_1^T + Q_1 \left( \mathbb{E} \left[ X_1 X_2^T \right] \otimes \mathbb{E} \left[ vw^T \right] \right) D_2^T \\
+ Q_2 \left( \mathbb{E} \left[ X_3 X_i^T \right] \otimes \mathbb{E} \left[ vw^T \right] \right) D_1^T + Q_2 \left( \mathbb{E} \left[ X_3 X_2^T \right] \otimes \mathbb{E} \left[ vw^T \right] \right) D_2^T = 0, \quad (C.1)
\]

since each addend of the sum is zero thanks to the independence of \(v(k)\) and \(w(k)\). The result is that the state and output noises are uncorrelated at every instant. For the sake of brevity, the computations relative to \(\mathbb{E} \left[ \mathcal{V}_i(k) \mathcal{W}_j^T(k) \right], \ i = 5, 6\) are not reported since they are perfectly analogous to the previous.

D. About the linearization of the nonlinear map \(\varphi(X(k))\)

The nonlinear map

\[
\varphi(X(k)) = \begin{bmatrix}
0 \\
\Phi_3(X_2(k) \otimes X_3(k)) \\
0 \\
\Phi_5(X_2(k) \otimes X_6(k)) + \Phi_6(X_7(k) \otimes X_6(k)) \\
\end{bmatrix}, \quad (D.1)
\]

reported for convenience, has to be developed up to the first order at each step \(k\) of the filtering algorithm around the current estimate of the state, \(\tilde{X}(k)\), in order to derive the equivalent dynamical matrix \(\tilde{A}\) for the computation of the error prediction covariance matrix \(P_p(k)\).

The nonlinear terms appearing in (D.1) are of the form \(X_i(k) \otimes X_j(k), \ X_i \in \mathbb{R}^{n_i}, \ X_j \in \mathbb{R}^{n_j}\), so that the first order Taylor power expansion around an arbitrary point \((\tilde{X}_i(k), \tilde{X}_j(k))\) is given by

\[
X_i(k) \otimes X_j(k) \approx \tilde{X}_i(k) \otimes \tilde{X}_j(k) + (I_{n_i} \otimes \tilde{X}_j(k))(X_i(k) - \tilde{X}_i(k)) \\
+ (\tilde{X}_i(k) \otimes I_{n_j})(X_j(k) - \tilde{X}_j(k)). \quad (D.2)
\]
By applying Eq. (D.2) to (D.1) the matrix $\tilde{A}$ can be easily derived. It is given by $\tilde{A}(k) = A + \overline{A}(k)$, where $\overline{A}(k)$ is:

$$
\overline{A}(k) = \begin{pmatrix}
0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & \Phi_3 \left( I_m \otimes X_3 \right) & \Phi_3 \left( \tilde{X}_2 \otimes I_{nm} \right) & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & \Phi_5 \left( I_m \otimes \tilde{X}_6 \right) & 0 & 0 & 0 & \Phi_5 \left( \tilde{X}_2 \otimes I_{n^2m^2} \right) & 0 \\
0 & \Phi_{6,a} \left( I_m \otimes \tilde{X}_6 \right) & 0 & 0 & 0 & \Phi_{6,a} \left( \tilde{X}_2 \otimes I_{n^2m^2} \right) & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 \\
\end{pmatrix}
$$

(D.3)

**Remark D.1.** Note that also the deterministic input $U(k)$ changes consequently to the expansion of $\varphi$, but the new input $\tilde{U}(k)$ is **not used** in the filtering algorithm, since the computation of the state prediction does not require any approximations.
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