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Abstract

We present an overview of the program transformation techniques which have been proposed over the past twenty-five years in the context of logic programming. We consider the approach based on rules and strategies. First, we present the transformation rules and we address the issue of their correctness. Then, we present the transformation strategies and, through some examples, we illustrate their use for improving program efficiency via the elimination of unnecessary variables, the reduction of nondeterminism, and the use of program specialization. We also describe the use of the transformation methodology for the synthesis of logic programs from first-order specifications. Finally, we illustrate some transformational techniques for verifying first-order properties of logic programs and their application to model checking for finite and infinite state concurrent systems.
1. Introduction

When deriving programs from specifications there are, among others, two main objectives to achieve: (i) program correctness, and (ii) program efficiency. Unfortunately, these two objectives are often in contrast with each other. Efficient programs may be rather intricate and their correctness proofs may be quite complex and long.

In order to overcome this difficulty, one can use the so called program transformation methodology by which starting from the given formal specifications, one derives efficient programs by applying a sequence of transformation rules, each of which preserves correctness. The transformation methodology is particularly appealing when programs are written in a declarative language such as a functional language or a logic language. In those cases, in fact, (i) the formal specifications are formulas which can easily be translated into an initial program which is, thus, correct by construction, and (ii) the transformation rules can be viewed as correctness preserving deduction rules in a suitable logic.

In order to get final programs which are more efficient than the initial ones, we need to apply the transformation rules according to suitable transformation strategies. This particular approach to program transformation, called the rules + strategies approach, has been first advocated in the seminal paper by Burstall and Darlington [17] in the case of functional programs. Then, as we will indicate at the beginning of the next section, it has been adapted to logic programs [31, 64], constraint logic programs [22, 40], and the so-called functional-logic languages [1].

The program transformation methodology can also be used for performing program synthesis (see, for instance, [41] and also [5] for a recent survey). In that case the initial program is the declarative specification of a problem and the derived, transformed program is the encoding of an efficient algorithm for solving that problem.

In recent years program transformation has also been used as a technique for program verification. It has been shown that via program transformation, one can prove properties of programs [47] and also perform model checking for finite or infinite state systems [25].

In this paper we will focus our attention on the use of the program transformation methodology for the development of logic programs and we will mainly refer to the contributions coming from that area. In Section 2 we will present the most popular transformation rules, such as unfolding and folding, and we will mention some correctness results for those rules in various logic languages. In Section 3 we will describe some of the strategies that can be used to guide the application of the transformation rules for improving program efficiency. In Sections 4 and 5 we will present some transformational methods for program synthesis and program verification. Finally, in Section 6 we will discuss some future research directions in program transformation.

2. Transformation Rules

Various sets of program transformation rules have been proposed in the literature for several declarative programming languages. In their landmark paper [64] Tamaki and Sato considered definite logic programs and presented a set of transformation rules, including definition, unfolding, folding, goal replacement, and clause deletion. Under suitable restrictions, these rules are correct w.r.t. the least Herbrand model semantics [64]. Indeed, if from program $P_0$ we derive program $P_n$ by several applications of the transformation rules, then under certain conditions the least Herbrand model is preserved, that is, $M(P_0) = M(P_n)$, where by $M(P)$ we denote the least Herbrand model of the program $P$. In the subsequent years, Tamaki and Sato’s approach
has been extended in several directions as we now indicate.

(1) Transformation rules for other logic-based programming languages, besides definite logic programs, have been considered. For instance, various rules have been presented for transforming: (i) general logic programs with negation [58], (ii) constraint logic programs [22, 26, 40], (iii) concurrent constraint logic programs [23, 24], (iv) constraint handling rules [62], and functional-logic programs [1].

(2) The correctness of the transformation rules w.r.t. various semantics of logic languages has been proved. In particular, it has been shown that, under suitable conditions, the unfolding and folding transformation rules preserve: (i) the set of answer substitutions computed by SLD-resolution [6], (ii) the sequence of answer substitutions computed according to the Prolog operational semantics [49], (iii) termination properties such as finite failure [58] and left-termination [11], universal termination [7], and acyclicity [12], (iv) various semantics of general logic programs, such as the Clark completion [30], the perfect models of stratified programs [40, 58], the stable models [57], the well-founded models [59], and Kunen’s and Fitting’s three-valued models [10]. Systematic approaches for proving the correctness of the transformation rules based on the notions of semantic kernel and argumentation semantics, have been proposed in [4] and [65], respectively.

(3) The set of transformation rules has been extended either by adding extra rules such as negative unfolding and negative folding [26, 60], and simultaneous replacement [10], or by relaxing the conditions under which we can apply the usual rules [48, 53].

Now we present a set of transformation rules for locally stratified programs [40, 45, 60]. We will use these rules in the program transformations described in Sections 3, 4, and 5.

Given a locally stratified program \( P \), throughout the paper by \( M(P) \) we denote the perfect model of \( P \) [2], which is equal to the least Herbrand model in the case of definite logic programs. Given any conjunction \( C \) of one or more literals, by \( \text{vars}(C) \) we denote the set of variables occurring in \( C \). A similar notation will also be used for sets of conjunctions of literals. When applying the transformation rules we will feel free to rewrite clauses by: (i) renaming their variables, and (ii) rearranging the order and removing repeated occurrences of literals occurring in their bodies.

The transformation rules are used to construct a sequence \( P_0, \ldots, P_n \) of programs, called a transformation sequence. The construction of that sequence is done as follows. Suppose that we have constructed the transformation sequence \( P_0, \ldots, P_k \), for \( 0 \leq k \leq n-1 \). Then the next program \( P_{k+1} \) in the transformation sequence is derived from program \( P_k \) by the application of a transformation rule among the following rules R1–R9.

Rule R1 is the definition introduction rule which is applied for introducing a new predicate definition by one or more clauses.

**R1. Definition Introduction.** Let us consider \( m \) (\( \geq 1 \)) clauses of the form:

\[
\delta_1 : \text{newp}(X_1, \ldots, X_h) \leftarrow B_1, \ldots, \delta_m : \text{newp}(X_1, \ldots, X_h) \leftarrow B_m
\]

where: (i) \( \text{newp} \) is a predicate symbol not occurring in \( \{P_0, \ldots, P_k\} \), (ii) \( X_1, \ldots, X_h \) are distinct variables occurring in \( \{B_1, \ldots, B_m\} \), (iii) every predicate symbol occurring in \( \{B_1, \ldots, B_m\} \) also occurs in \( P_0 \). The set \( \{\delta_1, \ldots, \delta_m\} \) of clauses is called the definition of \( \text{newp} \).

By definition introduction from program \( P_k \) we derive the program \( P_{k+1} = P_k \cup \{\delta_1, \ldots, \delta_m\} \). For \( k \geq 0 \), \( \text{Defs}_k \) denotes the set of clauses introduced by the definition rule during the transformation sequence \( P_0, \ldots, P_k \). In particular, \( \text{Defs}_0 = \{\} \).
The unfolding rule consists in: (i) replacing an atom $A$ occurring in the body of a clause by a suitable instance of the disjunction of the bodies of the clauses whose heads unify with $A$, and (ii) applying suitable boolean laws for deriving clauses. There are two unfolding rules: (1) the positive unfolding, and (2) the negative unfolding, corresponding to the case where $A$ occurs positively or negatively, respectively, in the body of the clause to be unfolded.

**R2. Positive Unfolding.** Let $\gamma : H \leftarrow G_L \land A \land G_R$ be a clause in program $P_k$ and let $P_k'$ be a variant of $P_k$ without variables in common with $\gamma$. Let

$$
\gamma_1 : K_1 \leftarrow B_1, \ldots, \gamma_m : K_m \leftarrow B_m \quad (m \geq 0)
$$

be all clauses of $P_k'$ such that, for $i = 1, \ldots, m$, $A$ is unifiable with $K_i$, with most general unifier $\theta_i$.

By unfolding $\gamma$ w.r.t. $A$ we derive the clauses $\eta_1, \ldots, \eta_m$, where for $i = 1, \ldots, m$, $\eta_i$ is $(H \leftarrow G_L \land B_i \land G_R)\theta_i$. From $P_k$ we derive the program $P_{k+1} = (P_k - \{\gamma\}) \cup \{\eta_1, \ldots, \eta_m\}$.

The existential variables of a clause $\gamma$ are the variables occurring in the body of $\gamma$ and not in its head.

**R3. Negative Unfolding.** Let $\gamma : H \leftarrow G_L \land \neg A \land G_R$ be a clause in program $P_k$ and let $P_k'$ be a variant of $P_k$ without variables in common with $\gamma$. Let

$$
\gamma_1 : K_1 \leftarrow B_1, \ldots, \gamma_m : K_m \leftarrow B_m \quad (m \geq 0)
$$

be all clauses of program $P_k'$ such that $A$ is unifiable with $K_1, \ldots, K_m$, with most general unifiers $\theta_1, \ldots, \theta_m$, respectively. Assume that:

1. $A = K_1\theta_1 = \cdots = K_m\theta_m$, that is, for $i = 1, \ldots, m$, $A$ is an instance of $K_i$,
2. for $i = 1, \ldots, m$, $\gamma_i$ has no existential variables, and
3. from $G_L \land \neg(B_1\theta_1 \lor \ldots \lor B_m\theta_m) \land G_R$ we get a logically equivalent disjunction $Q_1 \lor \ldots \lor Q_r$ of goals, with $r \geq 0$, by first pushing $\neg$ inside and then pushing $\lor$ outside.

By unfolding $\gamma$ w.r.t. $\neg A$ we derive the clauses $\eta_1, \ldots, \eta_r$, where for $i = 1, \ldots, r$, $\eta_i$ is $H \leftarrow Q_i$. From $P_k$ we derive the new program $P_{k+1} = (P_k - \{\gamma\}) \cup \{\eta_1, \ldots, \eta_r\}$.

The folding rule consists in replacing instances of the bodies of the clauses which are the definition of a predicate by the corresponding head. As for unfolding, we both have the positive folding rule and the negative folding rule, depending on whether folding is applied to positive or negative occurrences of (conjunctions of) literals. Note that by the positive folding rule we may replace $m (\geq 1)$ clauses by one clause only.

**R4. Positive Folding.** Let $\gamma_1, \ldots, \gamma_m$, with $m \geq 1$, be clauses in $P_k$ and let $Defs_k'$ be a variant of $Defs_k$ without variables in common with $\gamma_1, \ldots, \gamma_m$. Let the definition of a predicate in $Defs_k'$ consist of the $m$ clauses

$$
\delta_1 : K \leftarrow B_1, \ldots, \delta_m : K \leftarrow B_m
$$

where, for $i = 1, \ldots, m$, $B_i$ is a non-empty conjunction of literals. Suppose that there exists a substitution $\theta$ such that, for $i = 1, \ldots, m$, clause $\gamma_i$ is of the form $H \leftarrow G_L \land B_i \theta \land G_R$ and, for every variable $X \in vars(B_i) - vars(K)$, the following conditions hold: (i) $X \theta$ is a variable not occurring in $\{H, G_L, G_R\}$, and (ii) $X \theta$ does not occur in the term $Y \theta$, for any variable $Y$ occurring in $B_i$ and different from $X$.

By folding $\gamma_1, \ldots, \gamma_m$ using $\delta_1, \ldots, \delta_m$, we derive the clause $\eta : H \leftarrow G_L \land K \theta \land G_R$. From $P_k$ we derive the program $P_{k+1} = (P_k - \{\gamma_1, \ldots, \gamma_m\}) \cup \{\eta\}$. 

R5. Negative Folding. Let \( \gamma \) be a clause in \( P_k \) and let \( \text{Defs'}_k \) be a variant of \( \text{Defs}_k \) without variables in common with \( \gamma \). Suppose that there exists a predicate in \( \text{Defs'}_k \) whose definition consists of a single clause \( \delta : K \leftarrow A \), where \( A \) is an atom. Suppose also that there exists a substitution \( \vartheta \) such that clause \( \gamma \) is of the form: \( H \leftarrow G_L \wedge \neg A \vartheta \wedge G_R \) and \( \text{vars}(K) = \text{vars}(A) \).

By folding \( \gamma \) using \( \delta \) we derive the clause \( \eta: H \leftarrow G_L \wedge \neg K \vartheta \wedge G_R \). From \( P_k \) we derive the program \( P_{k+1} = (P_k - \{ \gamma \}) \cup \{ \eta \} \).

The following clause deletion rule allows us to remove from \( P_k \) a redundant clause \( \gamma \), that is, a clause \( \gamma \) such that \( M(P_k) = M(P_k - \{ \gamma \}) \). Since the problem of testing whether or not \( M(P_k) = M(P_k - \{ \gamma \}) \) is undecidable, we will consider some sufficient conditions based on decidable properties. These sufficient conditions are based on the notions of subsumed clause, clause with false body, and useless clause, which we now define.

A clause \( \gamma \) is subsumed by a clause of the form \( H \leftarrow G \) if \( \gamma \) is of the form \( (H \leftarrow G_1 \wedge G_2) \vartheta \) for some substitution \( \vartheta \) and conjunction of literals \( G_2 \). A clause has a false body if it is of the form \( H \leftarrow G_1 \wedge A \wedge \neg A \wedge G_2 \).

The set of useless predicates in a program \( P \) is the maximal set \( U \) of predicates occurring in \( P \) such that a predicate \( p \) is in \( U \) iff every clause \( \gamma \) with head predicated \( p \) is of the form \( p(\ldots) \leftarrow G_1 \wedge q(\ldots) \wedge G_2 \) for some \( q \) in \( U \). A clause in a program \( P \) is useless if the predicate of its head is useless in \( P \). For example, in the following program:

\[
\begin{align*}
p(X) &\leftarrow q(X) \wedge \neg r(X) \\
q(X) &\leftarrow p(X) \\
r(a) &\leftarrow \\
p \text{ and } q \text{ are useless predicates, while } r \text{ is not useless.}
\end{align*}
\]

R6. Clause Deletion. Let \( \gamma \) be a clause in \( P_k \). By clause deletion we derive the program \( P_{k+1} = P_k - \{ \gamma \} \) if one of the following three cases occurs:

R6s. \( \gamma \) is subsumed by a clause in \( P_k - \{ \gamma \} \);

R6f. \( \gamma \) has a false body;

R6u. \( \gamma \) is useless in \( P_k \).

The following goal replacement rule allows us to replace a conjunction of literals occurring in the body of a clause by an equivalent conjunction of literals.

R7. Goal Replacement. Let \( \gamma: H \leftarrow G_1 \wedge Q \wedge G_2 \) be a clause in \( P_k \). Suppose that for some conjunction \( R \) of literals we have:

\[
M(P_0) \models \forall X_1 \ldots \forall X_u (\exists Y_1 \ldots \exists Y_v (Q \leftarrow \exists Z_1 \ldots \exists Z_w R))
\]

where: (i) \( \{X_1, \ldots, X_u\} = \text{vars}(\{H,G_1,G_2\}) \), (ii) \( \{Y_1, \ldots, Y_v\} = \text{vars}(Q) - \{X_1, \ldots, X_u\} \), and (iii) \( \{Z_1, \ldots, Z_w\} = \text{vars}(R) - \{X_1, \ldots, X_u\} \).

Then by goal replacement from \( \gamma \) we derive the clause \( \eta: H \leftarrow G_1 \wedge R \wedge G_2 \). From \( P_k \) we derive the new program \( P_{k+1} = (P_k - \{ \gamma \}) \cup \{ \eta \} \).

The following equality introduction rule R8i allows us to substitute a variable for a term occurring in a clause, by adding an equality in the body of the clause. The equality elimination rule R8e can be viewed as the inverse of rule R8i.

R8. Equality Introduction and Elimination. Let \( \gamma \) be a clause of the form \( (H \leftarrow \text{Body})\{X/t\} \), such that the variable \( X \) does not occur in \( t \) and let \( \delta \) be the clause: \( H \leftarrow X = t \wedge \text{Body} \).
The program transformation sequence we have derived the two clauses the new program may be too restrictive, especially in the cases where logic programs are used as specifications.

The clause splitting rule allows us to reason by cases according to the truth value of a given atom.

R9. Clause Splitting. Let \( \gamma : H \leftarrow G \) be a clause in \( P_k \) and \( A \) be an atom. Then from clause \( \gamma \) we derive the two clauses \( \gamma_1 : H \leftarrow A \land G \) and \( \gamma_2 : H \leftarrow \neg A \land G \). From \( P_k \) we derive the new program \( P_{k+1} = (P_k - \{\gamma\}) \cup \{\gamma_1, \gamma_2\} \).

Transformation sequences constructed by an unrestricted use of the transformation rules may not be correct. Consider, for instance, the program:

\[
P_0: \quad p \leftarrow q \quad q \leftarrow
\]

The perfect model of \( P_0 \) is \( M(P_0) = \{p, q\} \) and \( M(P_0) \models p \leftarrow q \). Thus, we may apply the goal replacement rule R7 and replace \( q \) by \( p \) in \( p \leftarrow q \). We derive the new program:

\[
P_1: \quad p \leftarrow p \quad q \leftarrow
\]

The transformation sequence \( P_0, P_1 \) is not correct, because \( M(P_1) = \{q\} \) and, thus, \( M(P_0) \neq M(P_1) \). Indeed, \( P_0 \) succeeds for the goal \( p \), while \( P_1 \) does not terminate for the goal \( p \).

One can show that the correctness of a transformation sequence is guaranteed if termination is preserved, that is, if the initial program terminates then also the final program terminates. Now we will state a sufficient condition for the correctness of the transformation rules R1–R9 based on the notion of left termination [3]. An LDNF derivation is an SLDNF derivation constructed by using the leftmost selection rule [3].

Definition 2.1. A program \( P \) is called left terminating if all LDNF derivations of \( P \) starting from a ground goal, are finite.

The following Theorem 2.2 which follows from results presented in [3, 9], states that if we consider a transformation sequence of locally stratified, non-floundering [3, 39] programs, then the preservation of left termination guarantees the preservation of the perfect model.

Theorem 2.2 (Correctness of the Transformation Rules) Let \( P_0, \ldots, P_n \) be a transformation sequence such that, for \( k = 0, \ldots, n \), program \( P_k \) is locally stratified, non-floundering, and left terminating. Then \( M(P_0 \cup \text{Defs}_n) = M(P_n) \).

In Theorem 2.2 we referred to the notion of left termination. However, weaker notions of termination may be considered and in [36], for instance, there is a correctness result for definite programs based on existential termination.

Theorem 2.2 is theoretically relevant because it relates the correctness of a transformation sequence and the preservation of left termination. However, this result is of limited use in practice for two reasons: (1) left termination is an undecidable property (as well as the properties of being locally stratified and non-floundering), and (2) left termination (or other notions of termination) may be too restrictive, especially in the cases where logic programs are used as specifications.
In Section 5 we will show some examples of transformation of nonterminating programs in the context of program verification and model checking. Correctness results w.r.t. the perfect model semantics which do not make explicit use of termination properties can be found in [26, 40, 52, 58, 60]. For lack of space we do not report those results here.

3. Transformation Strategies

In order to construct a transformation sequence \( P_0, \ldots, P_n \) such that the final program \( P_n \) is more efficient than the initial program \( P_0 \), we need to apply suitable procedures, called transformation strategies.

In this section we will describe some of the strategies which have been proposed in the literature. In particular, we will present: (i) a strategy for eliminating unnecessary variables [50], (ii) a strategy for reducing nondeterminism [26], and (iii) a strategy for performing program specialization [46].

Several other strategies for transforming logic programs have been proposed. For instance, (i) the strategy for deriving tail recursive programs [20], (ii) the strategy for compiling control [13], and (iii) the strategy for changing data representations and, in particular, for replacing ordinary lists by difference-lists [68].

3.1. Eliminating Unnecessary Variables

Logic programs written in a declarative style often make use of existential variables (see Section 2) and multiple variables, that is, variables with multiple occurrences in the body of a clause. Existential variables and multiple variables are collectively called unnecessary variables. In the practice of logic programming, multiple occurrences of existential variables are often used for storing intermediate results, while multiple occurrences of non-existential variables are often used for defining predicates which perform multiple traversals of the input data structure.

The strategy presented in [50] has the objective of eliminating unnecessary variables, thereby avoiding both the construction of intermediate results and the multiple traversal of data structures. This strategy is related to the deforestation [67] and the tupling [43] strategies, which were introduced for the case of functional programs, and it is also related to conjunctive partial deduction [19] which is a technique for eliminating unnecessary variables that follows the partial deduction [37] approach, instead of the rules + strategies approach.

Now we show an example of application of the strategy for eliminating unnecessary variables.

**Example 1 (Two Players Impartial Game)** Consider two players sitting at a table. On the table there is a heap of matches. The two players play alternate moves and each move consists in taking away either one (move 1) or two matches (move 2) from the table. A player wins if after the opponent’s move, he finds no matches on the table. Let us introduce the predicate \( \text{win}(N, M) \) which holds iff either \( N = 0 \) or there are \( N \) matches on the table and the player who has to move, wins by making move \( M \).

Given a natural number \( N \), the following program \( \text{Game} \) computes a move \( M \), if it exists, such that \( \text{win}(N, M) \) holds.

1. \( \text{win}(N, M) \leftarrow \text{nat}(N) \land \text{move}(M) \land \text{w}(N, M) \)
2. \( \text{w}(0, M) \leftarrow \)
3. \( \text{w}(s(N), 1) \leftarrow \neg \text{w}(N, 1) \land \neg \text{w}(N, 2) \)
4. \( \text{w}(s(s(N)), 2) \leftarrow \neg \text{w}(N, 1) \land \neg \text{w}(N, 2) \)
5. \( \text{nat}(0) \leftarrow \)
6. \( \text{nat}(s(N)) \leftarrow \text{nat}(N) \)
7. \( \text{move}(1) \leftarrow \)
8. \( \text{move}(2) \leftarrow \)
The variable $M$ occurs twice in the body of clause 1. Likewise, the variable $N$ occurs twice in the body of clauses 1, 3, and 4. In particular, the multiple occurrences of $N$ in clauses 3 and 4 leads to a computation with $O(2^n)$ time complexity for any query $\text{win}(n, M)$, where $n$ is a natural number and $M$ is a variable. We want to improve the efficiency of the above program $\text{Game}$ by eliminating the multiple occurrences of variables. The strategy which allows us to do so consists in the iteration of the following two phases (see [50] for details).

**Unfold** phase: We apply the unfolding rule one or more times starting from clause 1, thereby deriving a set $U$ of clauses;

**Define-Fold** phase: For each clause $\gamma$ in $U$ with multiple occurrences of variables in its body, we introduce a suitable new clause $\delta$ by rule $R1$, and we fold $\gamma$ using $\delta$ so that the derived clause $\eta$ has no multiple occurrences of variables in its body.

For each new clause introduced during the **Define-Fold** phase, we perform one more iteration of the **Unfold** and **Define-Fold** phases. We store in a set, called $\text{Defs}$, all clauses introduced during every **Define-Fold** phase and we introduce a new clause $\delta$ only if we cannot apply the folding rule by using a clause already belonging to the set $\text{Defs}$.

Let us see this strategy for eliminating the multiple occurrences of variables in action in our example.

**First Iteration.**

**Unfold.** We apply the positive unfolding rule to clause 1 w.r.t. the leftmost atom in its body and we derive the following two clauses:

9. $\text{win}(0, M) \leftarrow \text{move}(M) \land \text{w}(0, M)$
10. $\text{win}(s(N), M) \leftarrow \text{nat}(N) \land \text{move}(M) \land \text{w}(s(N), M)$

By several applications of the positive unfolding rule, from clauses 9 and 10 we derive:

11. $\text{win}(0, M) \leftarrow \text{move}(M)$
12. $\text{win}(s(N), 1) \leftarrow \text{nat}(N) \land \neg w(N, 1) \land \neg w(N, 2)$
13. $\text{win}(s(N), 2) \leftarrow \text{nat}(N) \land w(s(N), 2)$

**Define-Fold.** We eliminate the multiple occurrences of the variable $N$ from the bodies of clauses 12 and 13 by applying the definition introduction rule $R1$ and the positive folding rule $R4$ as follows. By rule $R1$ we introduce the following two clauses:

14. $\text{new1}(N) \leftarrow \text{nat}(N) \land \neg w(N, 1) \land \neg w(N, 2)$
15. $\text{new2}(N) \leftarrow \text{nat}(N) \land w(s(N), 2)$

and by folding clauses 12 and 13 using clauses 14 and 15, respectively, we derive:

16. $\text{win}(s(N), 1) \leftarrow \text{new1}(N)$
17. $\text{win}(s(N), 2) \leftarrow \text{new2}(N)$

without multiple occurrences of variables in their bodies. However, in the bodies of clauses 14 and 15 there are multiple occurrences of variables and, in order to eliminate them, we have to perform one more iteration of the **Unfold** and **Define-Fold** phases starting from those two clauses.

**Second Iteration.**

**Unfold.** By unfolding clause 14 w.r.t. the leftmost atom in its body, we derive:

18. $\text{new1}(0) \leftarrow \neg w(0, 1) \land \neg w(0, 2)$
19. $\text{new1}(s(N)) \leftarrow \text{nat}(N) \land \neg w(s(N), 1) \land \neg w(s(N), 2)$

By negative unfolding, clause 18 is deleted because $w(0, 1)$ (and also $w(0, 2)$) holds (see clause 2). From clause 19, by negative unfolding w.r.t. $\neg w(s(N), 1)$, we derive:
20. new1(s(N)) ← \text{nat}(N) \land w(N, 1) \land \neg w(s(N), 2) \\
21. new1(s(N)) ← \text{nat}(N) \land w(N, 2) \land \neg w(s(N), 2)

**Define-Fold.** By applying rule R1, we introduce the following two clauses:

22. new3(N) ← \text{nat}(N) \land w(N, 1) \land \neg w(s(N), 2) \\
23. new4(N) ← \text{nat}(N) \land w(N, 2) \land \neg w(s(N), 2)

By folding clauses 20 and 21 using clauses 22 and 23, respectively, we derive:

24. new1(s(N)) ← new3(N) \\
25. new1(s(N)) ← new4(N)

without multiple occurrences of variables in their bodies. Since in the clauses 22 and 23 introduced by rule R1, there are multiple occurrences of variables, we continue the execution of the strategy starting from these two clauses as we have done above starting from clauses 14 and 15. After some more iterations of the Unfold and Define-Fold phases we derive the following final program \(Game_F\) without multiple occurrences of variables.

11. win(0, N) ← move(N)  \\
16. win(s(N), 1) ← new1(N)  \\
17. win(s(N), 2) ← new2(N)  \\
24. new1(s(N)) ← new3(N)  \\
25. new1(s(N)) ← new4(N)

26. new2(s(N)) ← new1(N)  \\
27. new3(0) ←  \\
28. new4(0) ←  \\
29. new4(s(N)) ← new5(N)  \\
30. new5(s(N)) ← new1(N)

It can be verified that for the program derivation we have now completed, the local stratification, non-floundering, and left termination conditions of Theorem 2.2 are all satisfied. In particular, the final program \(Game_L\) is a left terminating, definite program (and, hence, locally stratified and non-floundering). Thus, \(M(\text{Game}) = M(\text{Game}_L)\).

Program \(Game_L\) runs in nondeterministic \(O(n)\) time for any query of the form \(\text{win}(n, M)\). In the next section we will present the transformation from program \(Game_L\) into a program running in deterministic \(O(n)\) time.

### 3.2. Reducing Nondeterminism

In this section we will present the Determinization strategy [26] which can be applied for improving the efficiency of logic programs by reducing the nondeterminism of their computations. We will see this strategy in action by applying it to the program \(Game_L\) we have derived at the end of the previous section.

**Example 2 (Two Players Impartial Game, Continued)** The program \(Game_L\) is nondeterministic because, for any given query \(\text{win}(n, M)\), where \(n\) is a ground term denoting a natural number, SLD-resolution may generate a call which is unifiable with the head of more than one program clause. For instance, if \(n > 0\), the initial call \(\text{win}(n, M)\) unifies with the heads of both clause 16 and clause 17. In other terms, these two clauses are not mutually exclusive with respect to calls of the form \(\text{win}(n, M)\), where \(n\) is a ground term.

Non-mutually exclusive clauses can be avoided by transforming program \(Game_L\) as follows. By the equality introduction rule R8i, from clauses 16 and 17 we derive:

31. \(\text{win}(s(N), M) ← M = 1 \land new1(N)\)  \\
32. \(\text{win}(s(N), M) ← M = 2 \land new2(N)\)

By applying the definition introduction rule, we introduce the following two clauses:

33. \(\text{new6}(N, M) ← M = 1 \land new1(N)\)
34. \( \text{new6}(N, M) \leftarrow M = 2 \land \text{new2}(N) \)

By folding clauses 31 and 32 using clauses 33 and 34 we derive:

35. \( \text{win}(s(N), M) \leftarrow \text{new6}(N, M) \)

The predicate \( \text{win} \) is defined by the two clauses 11 and 35 which are mutually exclusive w.r.t. calls of the form \( \text{win}(n, M) \). Indeed, for any given ground term \( n \), there is at most one clause in \( \{11, 35\} \) whose head is unifiable with \( \text{win}(n, M) \).

Now we are left with the problem of transforming the two clauses 33 and 34 introduced by rule R1, into a set of mutually exclusive clauses (w.r.t. calls of the form \( \text{new6}(n, M) \), where \( n \) is a ground term). The Determinization strategy proceeds similarly to the strategy for eliminating unnecessary variables presented in Section 3.1, by iterating an \textit{Unfold} phase followed by a \textit{Define-Fold} phase. During the \textit{Define-Fold} phase we derive mutually exclusive clauses by introducing new predicates possibly defined by \textit{more than one clause} (while in the strategy for eliminating unnecessary variables each new predicate is defined by precisely one clause).

Let us now see how the Determinization strategy proceeds in action in our example. For lack of space, we present the first iteration only.

\textbf{First Iteration.}

\textit{Unfold.} By positive unfolding, from clauses 33 and 34 we derive:

36. \( \text{new6}(s(N), M) \leftarrow M = 1 \land \text{new3}(N) \)
37. \( \text{new6}(s(N), M) \leftarrow M = 1 \land \text{new4}(N) \)
38. \( \text{new6}(s(N), M) \leftarrow M = 2 \land \text{new1}(N) \)

\textit{Define-Fold.} Clauses 36, 37, and 38 are not mutually exclusive. By the definition introduction rule we introduce the following three clauses:

39. \( \text{new7}(N, M) \leftarrow M = 1 \land \text{new3}(N) \)
40. \( \text{new7}(N, M) \leftarrow M = 1 \land \text{new4}(N) \)
41. \( \text{new7}(N, M) \leftarrow M = 2 \land \text{new1}(N) \)

By folding clauses 36, 37, and 38 using clauses 39, 40, and 41 we derive:

42. \( \text{new6}(s(N), M) \leftarrow \text{new7}(N, M) \)

Clause 42 constitutes a set of mutually exclusive clauses for \( \text{new6} \) (because it is one clause only). In order to transform the newly introduced clauses 39, 40, and 41 into mutually exclusive clauses, we continue the execution of the Determinization strategy and, after several iterations we derive the following program \( \text{Game}_D \):

11. \( \text{win}(0, M) \leftarrow \text{move}(M) \)
35. \( \text{win}(s(N), M) \leftarrow \text{new6}(N, M) \)
42. \( \text{new6}(s(N), M) \leftarrow \text{new7}(N, M) \)
43. \( \text{new7}(0, M) \leftarrow M = 1 \)
44. \( \text{new7}(s(N), M) \leftarrow \text{new8}(N, M) \)
45. \( \text{new8}(0, M) \leftarrow M = 2 \)
46. \( \text{new8}(s(N), M) \leftarrow \text{new9}(N, M) \)
47. \( \text{new9}(s(N), M) \leftarrow \text{new7}(N, M) \)

Program \( \text{Game}_D \) is left terminating and all conditions of Theorem 2.2 are satisfied. Thus, \( M(\text{Game}) = M(\text{Game}_D) \). Moreover, program \( \text{Game}_D \) is a set of mutually exclusive clauses and computes the winning move, for any natural number \( n \), in \( O(n) \) deterministic time.

\textbf{3.3. Program Specialization}

Programs are often written in a parametric form so that they can be reused in different contexts, and when a parametric program is reused, one may want to improve its performance by taking
advantage of the new context of use. This improvement can often be realized by applying a transformation methodology, called program specialization (see [29, 32, 37] for introductions).

The most used technique for program specialization is partial evaluation, also called partial deduction in the case of logic programs, where it has been first proposed by [33] (see also [14, 15, 28, 38, 55, 61, 63, 66] for early work on this subject). Essentially, partial deduction can be performed by applying the transformation rules R1 (definition introduction), R2 (positive unfolding), R4 (positive folding), and R5 (negative folding) presented in Section 2 with the following restriction: by rule R1 we can introduce a new clause of the form \( \text{newp}(X_1, \ldots, X_h) \leftarrow A \), where \( A \) is an atom and \( X_1, \ldots, X_h \) are the variables occurring in \( A \). This restriction limits also folding, as rules R4 and R5 are applied using clauses introduced by rule R1.

Program specialization techniques which make use of more powerful rules, such as unrestricted definition introduction (and, hence, unrestricted folding) and goal replacement have been first proposed in [8]. Here we will present an example of application of the specialization strategy introduced in [46], which extends partial deduction by also eliminating unnecessary variables and reducing nondeterminism. In our example we will derive a specialized pattern matcher for a given pattern, starting from a given parametric pattern matcher. In this example we will use constraint logic programs. As already mentioned, the extension of the transformation rules to the case of constraint logic programs has been studied in [22, 26, 40].

Example 3 (Constrained Matching) We define a matching relation between two strings of numbers called, respectively, the pattern \( P \) and the string \( S \). We say that the pattern \( P \) matches the string \( S \), and we write \( m(P, S) \), iff \( P = [p_1, \ldots, p_n] \) and in \( S \) there is a substring \( Q = [q_1, \ldots, q_n] \) such that for \( i = 1, \ldots, n, p_i \leq q_i \). (Much more complex matchers can be considered by allowing a matching relation which can be defined by any constraint logic program.)

The following constraint logic program \( \text{Match} \) can be taken as the specification of our parametric pattern matcher for the pattern \( P = [1, 0, 2] \):

1. \( m(P, S) \leftarrow \text{app}(B, C, S) \land \text{app}(A, Q, B) \land \text{leq}(P, Q) \)
2. \( \text{app}([], Ys, Ys) \leftarrow \)
3. \( \text{app}([X|Xs], Ys, [X|Zs]) \leftarrow \text{app}(Xs, Ys, Zs) \)
4. \( \text{leq}([], []) \leftarrow \)
5. \( \text{leq}([X|Xs], [Y|Ys]) \leftarrow X \leq Y \land \text{leq}(Xs, Ys) \)

Suppose that we want to specialize this pattern matcher to the specific pattern \( P = [1, 0, 2] \). The specialization strategy we now apply has the same structure as the strategies presented in Sections 3.1 and 3.2. The improvements gained through the application of the specialization strategy are due to the fact that this strategy: (i) makes some precalculations which depend on the specific pattern \( P = [1, 0, 2] \), (ii) eliminates unnecessary variables, and (iii) reduces nondeterminism. As already mentioned, these improvements are possible because we use more powerful transformation rules with respect to partial deduction (which would only perform the precalculations of Point (i)).

The specialization strategy starts off by introducing the following clause which defines the specialized matching relation \( m_{sp} \):

6. \( m_{sp}(S) \leftarrow m([1, 0, 2], S) \)

Now we iterate Unfold and Define-Fold phases. The main difference with the applications of the strategies presented in Sections 3.1 and 3.2 will be that, in order to get mutually exclusive clauses, before applying the definition introduction rule and the folding rule, we will apply the clause splitting rule R9 whenever needed.
First Iteration

Unfold. We unfold clause 6 w.r.t. the atom \(m([1,0,2], S)\). We derive:
\[
7. \quad m_{sp}(S) \leftarrow \text{app}(B, C, S) \land \text{app}(A, Q, B) \land \text{leq}([1,0,2], Q)
\]

Define-Fold. In order to fold clause 7, we introduce the following definition:
\[
8. \quad \text{new1}(S) \leftarrow \text{app}(B, C, S) \land \text{app}(A, Q, B) \land \text{leq}([1,0,2], Q)
\]
Then we fold clause 7 and we derive:
\[
9. \quad m_{sp}(S) \leftarrow \text{new1}(S)
\]

Now the strategy continues by transforming the newly introduced clause 8.

Second Iteration

Unfold. We unfold clause 8 w.r.t. the atoms \(\text{app}\) and \(\text{leq}\) and we get:
\[
10. \quad \text{new1}([X|Xs]) \leftarrow 1 \leq X \land \text{app}(Q, C, Xs) \land \text{leq}([0,2], Q)
11. \quad \text{new1}([X|Xs]) \leftarrow \text{app}(B, C, Xs) \land \text{app}(A, Q, B) \land \text{leq}([1,0,2], Q)
\]

Clause Splitting. In order to derive mutually exclusive clauses, thereby reducing nondeterminism, we apply the clause splitting rule to clause 11, by separating the cases when \(1 \leq X\) and when \(1 > X\) (that is, \(\neg(1 \leq X)\)). We get:
\[
12. \quad \text{new1}([X|Xs]) \leftarrow 1 \leq X \land \text{app}(B, C, Xs) \land \text{app}(A, Q, B) \land \text{leq}([1,0,2], Q)
13. \quad \text{new1}([X|Xs]) \leftarrow 1 > X \land \text{app}(B, C, Xs) \land \text{app}(A, Q, B) \land \text{leq}([1,0,2], Q)
\]

Define-Fold. In order to fold clauses 10 and 12 we introduce the following two clauses defining the predicate \(\text{new2}\):
\[
14. \quad \text{new2}(Xs) \leftarrow \text{app}(Q, C, Xs) \land \text{leq}([0,2], Q)
15. \quad \text{new2}(Xs) \leftarrow \text{app}(B, C, Xs) \land \text{app}(A, Q, B) \land \text{leq}([1,0,2], Q)
\]
Then we fold clauses 10 and 12 by using the two clauses 14 and 15 and we also fold clause 13 by using clause 8. We derive the following clauses:
\[
16. \quad \text{new1}([X|Xs]) \leftarrow 1 \leq X \land \text{new2}(Xs)
17. \quad \text{new1}([X|Xs]) \leftarrow 1 > X \land \text{new1}(Xs)
\]

Note that these two clauses: (i) are specialized w.r.t. the information that the first element of the pattern is 1, (ii) have no unnecessary variables, and (iii) are mutually exclusive because of the constraints \(1 \leq X\) and \(1 > X\).

Now the program transformation strategy continues by transforming clauses 14 and 15, which define predicate \(\text{new2}\). After a few more iterations of the \(\text{Unfold}, \text{Clause Splitting},\) and \(\text{Define-Fold}\) phases, we derive the following specialized program \(\text{Match}_{sp}\):
\[
9. \quad m_{sp}(S) \leftarrow \text{new1}(S)
10. \quad \text{new1}([X|Xs]) \leftarrow 1 \leq X \land \text{new2}(Xs)
11. \quad \text{new1}([X|Xs]) \leftarrow 1 > X \land \text{new1}(Xs)
12. \quad \text{new2}([X|Xs]) \leftarrow 0 \leq X \land 1 > X \land \text{new4}(Xs)
13. \quad \text{new2}([X|Xs]) \leftarrow 0 > X \land \text{new1}(Xs)
14. \quad \text{new3}([X|Xs]) \leftarrow 2 \leq X \land \text{new5}(Xs)
15. \quad \text{new3}([X|Xs]) \leftarrow 1 \leq X \land 2 > X \land \text{new3}(Xs)
16. \quad \text{new3}([X|Xs]) \leftarrow 0 \leq X \land 1 > X \land \text{new4}(Xs)
17. \quad \text{new3}([X|Xs]) \leftarrow 0 > X \land \text{new1}(Xs)
18. \quad \text{new4}([X|Xs]) \leftarrow 2 \leq X \land \text{new6}(Xs)
19. \quad \text{new4}([X|Xs]) \leftarrow 1 \leq X \land 2 > X \land \text{new2}(Xs)
20. \quad \text{new4}([X|Xs]) \leftarrow 1 > X \land \text{new1}(Xs)
This final program $Match_{sp}$ has no occurrences of unnecessary variables and is deterministic in the sense that at most one clause can be applied during the evaluation of any ground goal. The efficiency of $Match_{sp}$ is very high because it behaves like a deterministic finite automaton (see Figure 1) as the Knuth-Morris-Pratt matcher.

Figure 1: The finite automaton corresponding to the program $Match_{sp}$ made out of clauses 9 and 16–29. The initial state is $new\,1$ and the final states are $new\,5$ and $new\,6$.

4. Program Synthesis

Program synthesis is a technique for the automatic derivation of programs from their formal specifications (see, for instance, [41] for the derivation of functional programs and [16, 27, 31] for the derivation of logic programs from first-order logic specifications).

In this section we present a transformational approach to program synthesis [26, 56]. By following this approach, the synthesis of an efficient logic program from a first order logic specification can be performed in two steps: first (1) we translate the specification into a possibly inefficient logic program by applying the Lloyd-Topor transformation [39], and then (2) we derive an efficient program by applying the transformation rules and strategies described in Sections 2 and 3.

The transformational program synthesis approach will be presented through the $N$-queens example. This example also illustrates that powerful programming techniques such as recursion and backtracking, which are often presented in the literature for solving the $N$-queens problem, can indeed be automatically derived by transformation.

Example 4 (N-queens) We are required to place $N$ ($\geq 0$) queens on an $N \times N$ chess board, so that no two queens attack each other, that is, they do not lie on the same row, column, or diagonal. By using the fact that no two queens should lie on the same row, we represent the positions of the $N$ queens on the board as a permutation $L = [i_1, \ldots, i_N]$ of the list $[1, \ldots, N]$ which tells us that the queen on row $k$ is placed on column $i_k$.

A specification of the solution $L$ for the $N$-queens problem is given by the following first-order formula:

$$
\text{board}(N, L) = \text{def } \text{nat}(N) \land \text{nat\textunderscore list}(L) \land \text{length}(L, N) \land \\
\forall X (\text{member}(X, L) \rightarrow \text{in}(X, 1, N)) \land \\
\forall A \forall B \forall K \forall M \\
((1 \leq K \land K \leq M \land \text{occurs}(A, K, L) \land \text{occurs}(B, M, L)) \\
\rightarrow (A \neq B \land A - B \neq M - K \land B - A \neq M - K))
$$
where the various predicates that occur in \( \text{board}(N, L) \), are defined by the following constraint logic program \( P \):

\[
\begin{align*}
nat(0) & \leftarrow \\
nat(N) & \leftarrow N = M + 1 \land M \geq 0 \land nat(M) \\
nat_list([], []) & \leftarrow \\
nat_list([H, T]) & \leftarrow nat(H) \land nat_list(T) \\
\text{length}([], 0) & \leftarrow \\
\text{length}([H, T], N) & \leftarrow N = M + 1 \land M \geq 0 \land \text{length}(T, M) \\
\text{member}(X, [H, T]) & \leftarrow X = H \\
\text{member}(X, [H, T]) & \leftarrow \text{member}(X, T) \\
in(X, M, N) & \leftarrow X = N \land M \leq N \\
in(X, M, N) & \leftarrow N = K + 1 \land M \leq K \land \text{in}(X, M, K) \\
\text{occurs}(X, I, [H, T]) & \leftarrow I = 1 \land X = H \\
\text{occurs}(X, J, [H, T]) & \leftarrow J = I + 1 \land I \geq 1 \land \text{occurs}(X, I, T)
\end{align*}
\]

In this program \( P \) we have that: (i) \( \text{in}(X, M, N) \) iff \( M \leq X \leq N \), and (ii) \( \text{occurs}(X, I, [a_1, \ldots, a_n]) \) iff \( X = a_i \) and \( I = i \). Now, we would like to synthesize a constraint logic program \( R \) which computes a predicate \( \text{queens}(N, L) \) such that, for every \( N \) and \( L \), the following property holds:

\[
M(R) \models \text{queens}(N, L) \quad \text{iff} \quad M(P) \models \text{board}(N, L)
\]

where by \( M(R) \) and \( M(P) \) we denote the perfect model of the programs \( R \) and \( P \), respectively. By applying the technique presented in [26], we start off from the formula \( \text{queens}(N, L) \leftarrow \text{board}(N, L) \) (where \( \text{board}(N, L) \) is the first order formula defined above) and, by applying a variant of the Lloyd-Topor transformation, we derive the following stratified program \( F \):

\[
\begin{align*}
\text{queens}(N, L) & \leftarrow \text{nat}(N) \land \text{nat_list}(L) \land \text{length}(L, N) \land \neg \text{aux1}(L, N) \land \neg \text{aux2}(L) \\
\text{aux1}(L, N) & \leftarrow \text{member}(X, L) \land \neg \text{in}(X, 1, N) \\
\text{aux2}(L) & \leftarrow 1 \leq K \land K \leq M \land \neg (A \neq B \land A - B \neq M - K \land B - A \neq M - K) \land \\
& \quad \text{occurs}(A, K, L) \land \text{occurs}(B, M, L)
\end{align*}
\]

It can be shown that this variant of the Lloyd-Topor transformation preserves the perfect model semantics and, thus, we have that, for every \( N \) and \( L \):

\[
M(P \cup F) \models \text{queens}(N, L) \quad \text{iff} \quad M(P) \models \text{board}(N, L).
\]

The derived program \( P \lor F \) is not satisfactory from a computational point of view, when using LDNF resolution. Indeed, for a query of the form \( \text{queens}(n, L) \), where \( n \) is a nonnegative integer and \( L \) is a variable, program \( P \lor F \) works by first generating a value \( l \) for the list \( L \) and then testing whether or not \( \text{length}(l, n) \land \neg \text{aux1}(l, n) \land \neg \text{aux2}(l) \) holds. This generate-and-test behavior is very inefficient and it may also lead to nontermination. Thus, the process of program synthesis proceeds by applying the definition, unfolding, folding, and goal replacement transformation rules, according to a strategy similar to the ones we have described in Section 3, with the objective of deriving a more efficient program. We derive the following definite program \( R \):

\[
\begin{align*}
\text{queens}(N, L) & \leftarrow \text{new2}(N, L, 0) \\
\text{new2}(N, [], K) & \leftarrow N = K \\
\text{new2}(N, [H, T], K) & \leftarrow N \geq K + 1 \land \text{new2}(N, T, K + 1) \land \text{new3}(H, T, N, 0) \\
\text{new3}(A, [], N, M) & \leftarrow \text{in}(A, 1, N) \land \text{nat}(A) \\
\text{new3}(A, [B, T], N, M) & \leftarrow A \neq B \land A - B \neq M + 1 \land B - A \neq M + 1 \land \text{nat}(B) \land \\
& \quad \text{new3}(A, T, N, M + 1)
\end{align*}
\]

together with the clauses listed above which define the predicates \( \text{in} \) and \( \text{nat} \).
Since the transformation rules preserve the perfect model semantics, for every \( N \) and \( L \), we have that, \( M(R) \models \text{queens}(N, L) \) iff \( M(P \cup F) \models \text{queens}(N, L) \) and, thus, Property (\( \alpha \)) holds. It can be shown that program \( R \) terminates for all queries of the form \( \text{queens}(n, L) \). Program \( R \) computes a solution for the \( N \)-queens problem in a clever way: each time a new queen is placed on the board, program \( R \) tests whether or not that queen attacks any other queen already placed on the board.

5. Program Verification

Proofs of program properties are often needed during program development for checking the correctness of software components with respect to their specifications. It has been shown that the transformation rules introduced in [17, 64] can be used for proving several kinds of program properties, such as equivalences of functions defined by recursive equation programs [34], equivalences of predicates defined by logic programs [44], first-order properties of predicates defined by constraint logic programs [47], and temporal properties of concurrent systems [25, 54].

In this section we see the use of program transformation for proving program properties specified either by first-order logic formulas or by temporal logic formulas.

5.1. The Unfold/Fold Proof Method

Through a simple example taken from [47], now we illustrate a method, called unfold/fold proof method, which uses the program transformation methodology for proving first-order properties of constraint logic programs. Consider the following constraint logic program \( \text{Member} \) which defines the membership relation between an element and a list of elements:

\[
\begin{align*}
\text{member}(X, [Y | L]) & \leftarrow X = Y & \text{list}([]) & \leftarrow \\
\text{member}(X, [Y | L]) & \leftarrow \text{member}(X, L) & \text{list}([H | T]) & \leftarrow \text{list}(T)
\end{align*}
\]

Suppose we want to show that every finite list of numbers has an upper bound, that is, we want to prove the following formula:

\[
\forall L (\text{list}(L) \rightarrow \exists U \forall X (\text{member}(X, L) \rightarrow X \leq U)) \quad (\beta)
\]

The unfold/fold proof method works in two steps, which are similar to the two steps of the transformational synthesis approach presented in Section 4. In the first step, the formula \( \beta \) is transformed into a set of clauses by applying a variant of the Lloyd-Topor transformation, thereby deriving the following program:

\[
P_1: \quad \text{prop} & \leftarrow \neg p \\
p & \leftarrow \text{list}(L) \land \neg q(L) \\
q(L) & \leftarrow \text{list}(L) \land \neg r(L, U) \\
r(L, U) & \leftarrow X > U \land \text{list}(L) \land \text{member}(X, L)
\]

The predicate \( \text{prop} \) is equivalent to \( \beta \) in the sense that \( M(\text{Member}) \models \beta \) iff \( M(\text{Member} \cup P_1) \models \text{prop} \). The correctness of this transformation can be checked by realizing that \( M(\text{Member}) \models \beta \leftrightarrow \neg \exists L (\text{list}(L) \land \neg (\exists U (\text{list}(L) \land \neg (\exists X (X > U \land \text{list}(L) \land \text{member}(X, L)))))) \).

In the second step, we eliminate the existential variables occurring in \( P_1 \) (see Section 2 for a definition) by applying the transformation strategy for eliminating unnecessary variables presented in Section 3.1. We derive the following program \( P_2 \) which defines the predicate \( \text{prop} \):

\[
P_2: \quad \text{prop} & \leftarrow \neg p \\
p & \leftarrow p_1 \\
p_1 & \leftarrow p_1
\]

Now, \( P_2 \) is a propositional program and has a finite perfect model, which is \{\( \text{prop} \)\}. Since it can be shown that all transformations we have performed preserve the perfect model, we have that
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system can be specified by using a formula of a temporal logic called Computation Tree Logic (or CTL, for short [18]). The formulas of CTL are built from a given set of elementary properties, each of which may or may not hold in a particular state, by using: (i) the connectives: not and and, (ii) the quantifiers along a computation path: g (‘for all states on the path’ or ‘globally’), f (‘there exists a state on the path’ or ‘in the future’), x (‘next time’), and u (‘until’), and (iii) the quantifiers over computation paths: a (‘for all paths’) and e (‘there exists a path’). Quantified formulas are written in a compact form and, for instance, we will write ef(F) and ag(F), instead of e(f(F)) and a(g(F)), respectively.

Very efficient algorithms and tools exist for verifying temporal properties of finite state transition systems, that is, systems where the set S of states is finite [18]. However, many concurrent
systems cannot be modeled by finite state transition systems. The problem of verifying CTL
properties of infinite state transition systems is, unfortunately, undecidable and, thus, it cannot
be tackled by traditional model checking techniques. For this reason various methods based on
automated theorem proving have been proposed for extending model checking so to deal with
infinite state systems (see [21] for a method based on constraint logic programming). Due to
the above mentioned undecidability limitation, all these methods are necessarily incomplete.

Now we present a method for verifying temporal properties of (finite or infinite) state transition
systems which is based on transformation techniques for constraint logic programs [25]. As an
example we consider the Bakery protocol [35] and we verify that it satisfies the mutual exclusion
and starvation freedom properties.

Let us consider two agents A and B which want to access a shared resource in a mutually
exclusive way by using the Bakery protocol. The state of the agent A is represented by a pair ⟨A1, A2⟩, where A1, called the control state, is an element of the set {t, w, u} (where t, w, and u stand for think, wait, and use, respectively) and A2, called the counter, is a natural number. Analogously, the state of agent B is represented by a pair ⟨B1, B2⟩. The state of the system consisting of the two agents A and B, whose states are ⟨A1, A2⟩ and ⟨B1, B2⟩, respectively, is represented by the 4-tuple ⟨A1, A2, B1, B2⟩. The transition relation t of the two agent system from an old state OldS to a new state NewS, is defined as follows:

- \( t(OldS, NewS) \leftarrow t_A(OldS, NewS) \)
- \( t(OldS, NewS) \leftarrow t_B(OldS, NewS) \)
where the transition relation $t_A$ for the agent $A$ is given by the following clauses whose bodies are conjunctions of constraints (see also Figure 2):

\[ A_2 := 0 \]

\[ A_2 := B_2 + 1 \]

\[ A_2 < B_2 \lor B_2 = 0 \]

Figure 2: The Bakery protocol: a graphical representation of the transition relation $t_A$ for the agent $A$. The assignment $X := e$ on the arc from a state $s_1$ to a state $s_2$ tells us that the value of the variable $X$ in $s_2$ is the value of the expression $e$ in $s_1$. The boolean expression $b$ on the arc from a state $s_1$ to a state $s_2$ tells us that the transition from $s_1$ to $s_2$ takes place iff $b$ holds.

\[ t_A((t, A_2, B_1, B_2), (w, A_21, B_1, B_2)) \leftarrow A_21 = B_2 + 1 \]

\[ t_A((w, A_2, B_1, B_2), (u, A_2, B_1, B_2)) \leftarrow A_2 < B_2 \]

\[ t_A((w, A_2, B_1, B_2), (u, A_2, B_1, B_2)) \leftarrow B_2 = 0 \]

\[ t_A((u, A_2, B_1, B_2), (t, A_21, B_1, B_2)) \leftarrow A_21 = 0 \]

The following similar clauses define the transition relation $t_B$ for the agent $B$:

\[ t_B((A_1, A_2, t, B_2), (A_1, A_2, w, B_2)) \leftarrow B_21 = A_2 + 1 \]

\[ t_B((A_1, A_2, w, B_2), (A_1, A_2, u, B_2)) \leftarrow B_2 < A_2 \]

\[ t_B((A_1, A_2, w, B_2), (A_1, A_2, u, B_2)) \leftarrow A_2 = 0 \]

\[ t_B((A_1, A_2, u, B_2), (A_1, A_2, t, B_2)) \leftarrow B_21 = 0 \]

Note that the system has an infinite number of states, because counters may increase in an unbounded way.

The temporal properties of a transition system are specified by defining a predicate $sat(S, P)$ which holds if and only if the temporal formula $P$ is true at the state $S$. For instance, the following clauses define the predicate $sat(S, P)$ for the cases where $P$ is: (i) an elementary formula $F$, (ii) a formula of the form $not(F)$, (iii) a formula of the form $and(F_1, F_2)$, and (iv) a formula of the form $ef(F)$:

\[ sat(S, F) \leftarrow elem(S, F) \]

\[ sat(S, not(F)) \leftarrow \neg sat(S, F) \]

\[ sat(X, and(F_1, F_2)) \leftarrow sat(X, F_1) \land sat(X, F_2) \]

\[ sat(S, ef(F)) \leftarrow sat(S, F) \]

\[ sat(S, ef(F)) \leftarrow t(S, T) \land sat(T, ef(F)) \]

where $elem(S, F)$ holds iff $F$ is an elementary property which is true at state $S$. In particular, for the Bakery protocol we have the following clause:

\[ elem((u, A_2, u, B_2), unsafe) \leftarrow \]

that is, $unsafe$ holds at a state where both agents $A$ and $B$ are in the control state $u$, that is, both agents use the shared resource at the same time. We have that $sat(S, ef(F))$ holds iff there exists a computation path $\pi$ starting from state $S$ and there exists a state $S'$ on $\pi$ such that $F$ is true at $S'$. The mutual exclusion property holds for the Bakery protocol if there is no computation path starting from the initial state such that at a state on this path the $unsafe$ property holds. Thus,
the mutual exclusion property holds if \( sat((t,0,t,0), not(ef(unsafe))) \) belongs to the perfect model \( M(P_{mex}) \), where: (i) \( (t,0,t,0) \) is the initial state of the system and (ii) \( P_{mex} \) is the program consisting of the clauses for the predicates \( t, t_A, t_B, sat, \) and \( elem \) defined above.

In order to show that \( sat((t,0,t,0), not(ef(unsafe))) \in M(P_{mex}) \), we introduce a new predicate \( mex \) defined by the following clause:

\[
mex \leftarrow sat((t,0,t,0), not(ef(unsafe)))
\]

and we transform the program \( P_{mex} \cup \{\mu\} \) into a new program \( Q \) which contains a clause of the form \( mex \leftarrow (\text{see [25] for details}) \). This transformation is performed by applying the definition, unfolding, and folding rules according to a strategy similar to the specialization strategy presented in Section 3.3, that is, a strategy that derives specialized clauses for the evaluation of the predicate \( mex \). From the correctness of the transformation rules we have that \( mex \in M(Q) \) iff \( mex \in M(P_{mex} \cup \{\mu\}) \), and, hence, \( sat((t,0,t,0), not(ef(unsafe))) \in M(P_{mex}) \), that is, the mutual exclusion property holds.

By applying the same methodology we can also prove the starvation freedom property for the Bakery protocol. This property ensures that an agent, say \( A \), which requests the shared resource, will eventually get it. This property is expressed by the CTL formula: \( af(w_A \rightarrow af(u_A)) \), which is equivalent to: \( not(ef(\text{and}(w_A,not(af(u_A)))))) \). The clauses defining the elementary properties \( w_A \) and \( u_A \) are:

\[
elem((w, A2, B1, B2), w_A) \leftarrow
elem((u, A2, B1, B2), u_A) \leftarrow
\]

The clauses defining the predicate \( sat(S, P) \) for the case where \( P \) is a CTL formula of the form \( af(F) \) are:

\[
sat(X, af(F)) \leftarrow sat(X, F)
sat(X, af(F)) \leftarrow ts(X, Ys) \land sat\_all(Ys, af(F))
sat\_all([], F) \leftarrow
ts\_all([X|Xs], F) \leftarrow sat(X, F) \land sat\_all(Xs, F)
\]

where \( ts(X, Ys) \) holds iff \( Ys \) is a list of all the successor states of the state \( X \). For instance, one of the clauses defining predicate \( ts \) in our Bakery example is:

\[
\begin{align*}
ts((t, A2, t, B2), [\langle w, A21, t, B2 \rangle, \langle t, A2, w, B21 \rangle]) & \leftarrow A21 = B2+1 \land B21 = A2+1
\end{align*}
\]

which says that the state \( \langle t, A2, t, B2 \rangle \) has two successor states: \( \langle w, A21, t, B2 \rangle \), with \( A21 = B2+1 \), and \( \langle t, A2, w, B21 \rangle \), with \( B21 = A2+1 \).

Let \( P_{sf} \) denote the program obtained by adding to \( P_{mex} \) the clauses defining: (i) the elementary properties \( w_A \) and \( u_A \), (ii) the predicate \( ts \), (iii) the atom \( sat(X, af(F)) \), and (iv) the predicate \( sat\_all \). In order to verify the starvation freedom property we introduce the clause:

\[
sf \leftarrow sat((t,0,t,0), not(ef(\text{and}(w_A,not(af(u_A)))))))
\]

and, by applying the definition, unfolding, and folding rules according to the specialization strategy, we transform the program \( P_{sf} \cup \{\sigma\} \) into a new program \( R \) which contains a clause of the form \( sf \leftarrow \).

Note that the derivations needed for verifying the mutual exclusion and the starvation freedom properties can be done in a fully automatic way by using the experimental constraint logic program transformation system MAP [42].
6. Conclusions and Future Directions

We have presented the program transformation methodology and we have demonstrated that it is very effective for: (i) the derivation of correct software modules from their formal specifications, and (ii) the proof of properties of programs. Since program transformation preserves correctness and improves efficiency, it is very useful for constructing software products which are provably correct and whose time and space performance is very high.

During the past twenty-five years the research community in Italy has given a very relevant contribution to the program transformation field and, more in general, to the field of logic-based program development. The extent of this contribution is witnessed by the numerous scientific papers, a small fraction of which have been mentioned in this brief survey.

The contribution of the Italian research community has also been carried out through the participation in several national and international research projects which included as an important topic the transformation methodology of logic programs. In particular, we would like to mention the following projects: (i) ESPRIT Alpes (1984–89), (ii) Compulog I and Compulog II (1989–95), (iii) the INTAS Project ‘Efficient Symbolic Computing’ (1994-98), (iv) the Network of Excellence on Computational Logic, (v) the Humal Capital and Mobility Project ‘Logic Program Synthesis and Transformation’ (1993–96), (vi) the Italian ‘Progetto Finalizzato Informatica II’ (1989–93), (vii) the ANATRA Project ‘Strumenti per l’analisi e la trasformazione dei programmi’ (1994–95), (viii) ‘Programmazione Logica: Strumenti per analisi e trasformazione di programmi, Tecniche di ingegneria del software, Estensioni con vincoli, concorrenza ed oggetti’ (1995–96), (ix) Progetto Speciale ‘Verifica, analisi e trasformazione di programmi logici’ (1998–99), and (x) ‘Tecniche formali per la specifica, l’analisi, la verifica, la sintesi e la trasformazione di sistemi software’ (1998–2000). These projects were supported by the European Union, the Italian Ministry of Education, University, and Research (MIUR), and the Italian National Research Council (CNR).

All these projects gave to the research community in Italy invaluable opportunities to cooperate with other scientific groups in Europe, to strengthen their theoretical background on logic programming and to produce powerful systems and tools for logic program development, logic program analysis, knowledge representation and manipulation using logic. Research teams in Bologna, Padua, Pisa, Rome, and Venice, among others, grew considerably strong through those projects and their expertise and competence spread all over the international community and since then, their high reputation has been widely recognized.

Finally, the Italian research community has also given a very relevant contribution to the organization and the scientific success of the various meetings dedicated to the dissemination of research in logic program transformation, such as the series of Workshops and Symposia on Logic-Based Program Synthesis and Transformation (LOPSTR), held annually since 1991, and on Partial Evaluation and Semantics-Based Program Manipulation (PEPM).

Now, looking at the directions for future research, we would like to point out that, in order to make program transformation even more effective, we need to increase the level of automation of the transformation strategies for program improvement, program synthesis, and program verification. Furthermore, these strategies should be incorporated into powerful tools for program development.

Another important direction for future research is the exploration of new areas of application of the transformation methodology. In this paper we have described the use of program transformation for verifying temporal properties of infinite state concurrent systems. Similar techniques could also be devised for verifying other kinds of properties and other classes of systems, such
as security properties of distributed systems, safety properties of hybrid systems, and protocol conformance of multiagent systems. A more challenging issue is the fully automatic synthesis of software systems which are guaranteed to satisfy some given properties specified by the designer.
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