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Abstract

We present a method for verifying properties of imperative programs by using techniques based on the specialization of constraint logic programs (CLP). We consider a class of imperative programs with integer variables and we focus our attention on safety properties, stating that no error configuration can be reached from any initial configuration. We introduce a CLP program $I$ that encodes the interpreter of the language, and also defines a predicate $\text{unsafe}$ equivalent to the negation of the safety property to be verified. Then, we specialize the CLP program $I$ with respect to the given imperative program and the given initial and error configurations, with the objective of deriving a new CLP program $I_{sp}$ that either contains the fact $\text{unsafe}$ (and in this case the imperative program is proved unsafe) or contains no clauses with head $\text{unsafe}$ (and in this case the imperative program is proved safe). If $I_{sp}$ does not enjoy this property we iterate the specialization process with the objective of deriving a CLP program where we can prove unsafety or safety. During the various specializations we may apply different strategies for propagating information (either propagating forward from an initial configuration to an error configuration, or propagating backward from an error configuration to an initial configuration) and different operators (such as the widening and convex hull operators) for generalizing predicate definitions. Each specialization step is guaranteed to terminate, but due to the undecidability of program safety, the iterated specialization process may not terminate. By an experimental evaluation carried out on a significant set of examples taken from the literature, we show that our method improves the precision of verification with respect to state-of-the-art software model checkers.
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1. Introduction

Formal verification of software products is gaining more and more attention as a promising methodology for increasing the reliability and reducing the cost of software production (see [35] for some case studies). In particular, software model checking has the goal of performing formal software verification by combining and extending techniques developed in the fields of static program analysis and model checking (for a recent survey see [30]).

In this paper we consider programs acting on integer variables written in a subset of the imperative C Intermediate Language [35]. Then we address the problem of verifying safety properties, stating that when executing a program, an error configuration cannot be reached from any initial configuration.

Since for programs that act on integer variables the safety problem is undecidable, many program analysis techniques follow approaches based on abstraction [8], by which the integer data domain is mapped into an abstract domain so that reachability is preserved, in the sense that if a concrete configuration is reachable, then the corresponding abstract configuration is reachable. By a suitable choice of the abstract domain one can design reachability algorithms that terminate and, whenever they prove that an abstract error configuration is not reachable from any abstract initial configuration, the program is proved to be safe (see [30] for a general abstract reachability algorithm). Notable abstractions are those based on convex polyhedra, that is, conjunctions of linear inequalities (also called constraints here).

Constraint Logic Programming (CLP) is a very suitable framework for the analysis of imperative programs, because it provides a very convenient way of representing symbolic program executions and also, by using constraints, program abstractions (see, for instance, [27, 29, 38, 39]). In the context of CLP-based program analysis, program specialization has been proposed as a means for translating an imperative program to CLP [38]. By following the approach presented in [38], the semantics of the imperative language under consideration is defined in terms of a CLP program that is the interpreter I of that language. Then, the interpreter I is specialized with respect to the input program P whose safety property should be checked. The result of this specialization is a CLP program $I_{sp}$ that is semantically equivalent to I. Thus, in order to prove some given properties of the imperative program P, we can analyze the CLP program $I_{sp}$ by applying the above mentioned techniques based on polyhedral abstractions.

It has also been pointed out that program specialization can be used as a technique for software model checking on its own [13]. Indeed, by specializing $I_{sp}$ with respect to the constraints characterizing the input values of P (that is, the precondition of P), in some cases one can derive a new program $I'_{sp}$ whose least model $M(I'_{sp})$ can be computed in finite time because $I_{sp}$ can be represented by a finite (possibly empty) set of constraints. Thus, in these cases it is possible to verify whether or not P is safe by simply inspecting that model.

However, due to the undecidability of safety, it is impossible to devise a specialization technique that always terminates and produces a specialized program whose least model can be finitely computed. Thus, the best one can do is to propose a verification technique based on some heuristics and show that it works well in practice. This is what we have done in this paper. In particular, we have proposed a method, called the iterated specialization, that is based on the repeated application of program specialization. By iterated specialization we can produce a sequence of programs of the form $I, I_{sp}, I'_{sp}, I''_{sp}, \ldots$. Each program specialization step terminates and has the effect of modifying the structure of the program and explicitly adding new constraints that denote invariants of the computation. Thus, the effect of the iterated specialization is the propagation of these constraints from one program version to the next, and since each new iteration starts from the output of the previous one, we can refine program analysis and possibly increase the level of precision. Iterated specialization terminates at step $k$, if a lightweight analysis based on a simple inspection of program $I_k$ is able to decide safety or unsafety.

In order to validate the heuristics used in our verification method from an experimental point of view, we have implemented a prototype verification system called VeriMAP [11]. We have performed verification tests on a significant set of over 200 programs taken from various publicly available benchmarks. The precision of our system, that is the ratio of the successfully verified programs over the total number of programs, is about 85 percent. We have also compared the results we have obtained using the VeriMAP system with the results we have obtained using other state-of-the-art software model checking systems, such as ARM C [39], HSF(C) [21], and TRACER [28]. These results show that our verification system has a considerably higher precision.

Let us summarize here the main contributions of our paper. 
(i) The adaptation and the integration of various techniques for specializing and transforming constraint logic programs into the novel iterated specialization method for verifying imperative programs. This adaptation has required:
(i.1) The customization of general purpose unfolding and generalization strategies (such as \cite{17,37}) to the specific task of specializing the interpreter of the programming language under consideration, as well as the programs derived from the interpreter in subsequent iterations of the method. In particular, we have adapted to our context suitable strategies, based on operators often used in static program analysis such as \textit{widening} and \textit{convex-hull} \cite{8,11}, for the automatic discovery of loop invariants of the imperative programs to be verified.

(i.2) The customization of general purpose transformations for inverting the order of computation \cite{6}, so that iterated program specialization can exploit in an optimal way the information coming from the initial and error configurations.

(ii) The implementation of our iterated specialization method into a prototype automatic tool \cite{11}.

(iii) The experimental evaluation of our proposed method and its comparison with respect to state-of-the-art software model checkers.

The paper is organized as follows. In Section 2 we recall some basic definitions on constraint logic programming. In Section 3 we briefly illustrate our software model checking method for proving program safety by presenting a simple example. In Section 4 we describe the syntax of our imperative language and the CLP interpreter that defines its operational semantics. In Section 5 we specify our problem of proving program safety. In Section 6 we describe the overall strategy of iterated specialization, and also some specific strategies for performing the individual specialization steps. In Section 7 we report on the experiments we have performed by using our prototype implementation, and we compare our results with the results we have obtained using ARMC, HSF(C), and TRACER. Finally, in Section 8 we discuss the related work and, in particular, we compare our approach with other existing methods of software model checking.

2. Preliminaries on Constraint Logic Programming

Let us recall some basic notions and terminology concerning constraint logic programming. For more details the reader may refer to \cite{25}.

We will consider constraint logic programs with linear constraints over the set \(Z\) of the integer numbers. If \(p_1\) and \(p_2\) are linear polynomials whose variables and coefficients are of type \texttt{int}, then \(p_1\leq p_2\), \(p_1\geq p_2\), and \(p_1>p_2\) are \textit{atomic constraints}. A \textit{constraint} is either \texttt{true}, or \texttt{false}, or an \textit{atomic constraint}, or a \textit{conjunction} of constraints. An \textit{atom} is an atomic formula of the form \(p(t_1,...,t_n)\), where \(p\) is a predicate symbol not in \(\{=,\geq,>\}\) and \(t_1,...,t_n\) are terms. A CLP program is a finite set of clauses of the form \(A :- c, B\), where \(A\) is an atom, \(c\) is a constraint, and \(B\) is a (possibly empty) conjunction of atoms. We assume that in every clause all integer arguments in its head are distinct variables. The clause \(A :- c\) is called a \textit{constrained fact} for the predicate occurring in \(A\). If the constraint \(c\) is \texttt{true}, then it is omitted and the constrained fact is called a \textit{fact}. A CLP program is said to be \textit{linear} if all its clauses are of the form \(A :- c, B\), where \(B\) consists of at most one atom.

We say that a predicate \(p\) \textit{depends on} a predicate \(q\) in a program \(P\) if either in \(P\) there is a clause of the form \(p(\ldots) :- \cdot, c, B\) such that \(q\) occurs in \(B\), or there exists a predicate \(r\) such that \(p\) depends on \(r\) in \(P\) and \(r\) depends on \(q\) in \(P\). We say that a predicate \(p\) in a linear program \(P\) is \textit{useless} if in \(P\) there are constrained facts neither for \(p\) nor for each predicate \(q\) on which \(p\) depends.

Let \(T_Z\) denote the set of ground terms built out of the elements of \(Z\) and the function symbols in the language of the CLP program \(P\). A \(Z\)-\textit{interpretation} is an interpretation with universe \(T_Z\) such that: (i) it assigns to \(+,\cdot,=,\geq,>\) the usual meaning in \(Z\), and (ii) it is the Herbrand interpretation for function and predicate symbols different from \(+,\cdot,=,\geq,>\). We can identify a \(Z\)-interpretation \(I\) with the set of ground atoms (with arguments in \(T_Z\)) that are true in \(I\).

We write \(Z \models \varphi\) if \(\varphi\) is true in every \(Z\)-interpretation. A constraint \(c\) is \textit{satisfiable} if \(Z \models \exists(c)\), where \(\exists(\varphi)\) denotes the existential closure of \(\varphi\). A constraint is \textit{unsatisfiable} if it is not satisfiable. A constraint \(c\) \textit{entails} a constraint \(d\), denoted \(c \sqsubseteq d\), if \(Z \models \forall(c \rightarrow d)\), where \(\forall(\varphi)\) denotes the universal closure of \(\varphi\). We say that a clause of the form \(H :- c, B\) is \textit{subsumed} by the constrained fact \(H :- \cdot, d\) if \(c \sqsubseteq d\).

The semantics of a CLP program \(P\) is defined to be the \textit{least \(Z\)-model of \(P\)}, denoted \(M(P)\), that is, the least \(Z\)-interpretation that makes \(\text{true}\) every clause of \(P\).

3. An Introductory Example

In this introductory example we will very briefly present our method for performing software model checking via iterated specialization. Let us consider the following imperative program \(P\):
int x; int y; int n;

ℓ₀: while (x < n) { x = x + 1; y = y + 2; }
ℓ₁: while (x > 0) { x = x - 1; y = y - 1; }
ℓ₂: halt;

Program P

We want to show safety of this program P with respect to the initial configurations satisfying \( \varphi_{\text{init}}(x, y, n) = x = 0 \land y = 0 \land n \geq 0 \), and the error configurations satisfying \( \varphi_{\text{error}}(x, y, n) = y < n \). That is, we want to show that, starting from any values of \( x, y, \) and \( n \) that satisfy \( \varphi_{\text{init}}(x, y, n) \), for every execution of program \( P \), after executing the command \( \ell_0: \text{halt} \), the new values of \( x, y, \) and \( n \) do not satisfy \( \varphi_{\text{error}}(x, y, n) \).

Our verification method starts off by encoding the unsafety property (that is, the negation of the safety property) as a set of CLP clauses. (i) First we write the CLP clauses defining the predicate tr (short, for transition relation) that encodes the interpreter of the imperative language in which the given program \( P \) is written. In particular, the predicate \( \text{tr} \) defines the transition relation from any given configuration to the next configuration. (ii) Then, we write the CLP clauses that encode the imperative program \( P \) and the formulas \( \varphi_{\text{init}} \) and \( \varphi_{\text{error}} \). (iii) Finally, by using the predicate \( \text{tr} \), we write the CLP clauses that define the predicate \( \text{unsafe} \) that holds iff an execution of the program \( P \) can lead from an initial configuration to an error configuration. Details of all these encoding steps will be given in the following section.

In order to derive the verification conditions specific to the given program \( P \), we perform a first specialization, called the removal of the interpreter \( \text{tr} \), that is, we specialize the clauses defining \( \text{unsafe} \) with respect to the clauses that define the predicate \( \text{tr} \) and also the clauses that encode the given program \( P \). (This first step is performed also in other specialization-based techniques for program verification [13, 38].) We get the following CLP clauses:

1. \( \text{unsafe} : - X = 0, Y = 0, N \geq 0, \text{new1}(X, Y, N) \).
2. \( \text{new1}(X, Y, N) : - X < N, X = X + 1, Y = Y + 2, \text{new1}(X, Y, N) \).
3. \( \text{new1}(X, Y, N) : - X \geq N, \text{new2}(X, Y, N) \).
4. \( \text{new2}(X, Y, N) : - X > 0, X = X - 1, Y = Y - 1, \text{new2}(X, Y, N) \).
5. \( \text{new2}(X, Y, N) : - X \leq 0, Y < N \).

where \( \text{new1} \) and \( \text{new2} \) are predicates that have been automatically introduced by the specialization algorithm, and correspond to the while-loops at labels \( \ell_0 \) and \( \ell_1 \), respectively. Unfortunately, it is not possible to check by direct evaluation whether or not the atom \( \text{unsafe} \) is a consequence of the above CLP clauses. Indeed, the evaluation of the query \( \text{unsafe} \) using the standard top-down strategy enters into an infinite loop. Tabled evaluation [12] does not terminate either, as infinitely many tabled atoms are generated. Analogously, bottom-up evaluation is unable to return an answer, because infinitely many facts for \( \text{new1} \) and \( \text{new2} \) should be generated for deriving that \( \text{unsafe} \) is not a consequence of the given CLP clauses.

Our verification method avoids the direct evaluation of the above clauses, and applies some symbolic evaluation methods based on program specialization. Indeed, starting from the above CLP clauses \( 1 \to 5 \) obtained by removing the interpreter, we perform a second specialization, called the propagation of the constraints. This second specialization propagates throughout clauses \( 1 \to 5 \) the constraint \( x = 0, y = 0, N \geq 0 \) characterizing the initial configurations. By doing so, we get the following clauses:

6. \( \text{unsafe} : - X = 0, Y = 0, N \geq 0, \text{new3}(X, Y, N) \).
7. \( \text{new3}(X, Y, N) : - X = X + 1, 2*X = Y + 2, X \geq 1, X \leq N, Y = 2*X, \text{new3}(X, Y, N) \).
8. \( \text{new3}(X, Y, N) : - X = N, Y = 2*N, N \geq 0, \text{new4}(X, Y, N) \).
9. \( \text{new4}(X, Y, N) : - Y = X = N, X \geq 0, X = X - 1, Y = Y - 1, Y > 2*X, \text{new4}(X, Y, N) \).

where \( \text{new3} \) and \( \text{new4} \) are new predicates introduced by the specialization algorithm. Since among these final clauses \( 6 \to 9 \) there are no constrained facts, their least model is empty. Thus, no atom with predicate \( \text{new3} \) belongs to that model either. We conclude that \( \text{unsafe} \) does not hold in the least model of the clauses \( 6 \to 9 \). Then, by the correctness of the CLP encoding (Theorem 1 in Section 5) and by the correctness of CLP program specialization with respect to the least model semantics (Theorem 2 in Section 6) we get, as desired, that the given imperative program \( P \) is safe, that is, no execution of \( P \) can lead from an initial configuration to an error configuration.

It may happen that after specialization we are not able to conclude whether or not \( \text{unsafe} \) holds, because the specialized CLP program defines the predicate \( \text{unsafe} \) by recursive clauses with constrained facts. (These clauses may also be mutually recursive.) In this case we do not give up and we use the specialized program as a new initial
program for continuing our verification task. Indeed, we iterate program specialization by propagating the constraints characterizing the error configurations and, if required, by propagating again the constraints characterizing the initial configurations, and so on. In this way we may be able to refine our analysis and improve the result of our verification. Clearly, due to undecidability limitations, it may be the case that we never get to a conclusive result. However, as experimentally shown in Section 7, our method turns out to be successful in many significant examples.

4. A CLP Interpreter for an Imperative Language

We assume that the programs to be verified are written in an imperative language, subset of the C intermediate Language [36], manipulating objects of elementary types, such as integers or characters. Here is the syntax of our language.

\[
\begin{align*}
x, y, \ldots & \in \text{Vars} \quad (\text{variable identifiers}) \\
f, g, \ldots & \in \text{Funcs} \quad (\text{function identifiers}) \\
\ell, \ell_1, \ldots & \in \text{Labs} \quad (\text{labels}) \\
\text{const} & \in \mathbb{Z} \quad (\text{integer constants, character constants, \ldots}) \\
\text{type} & \in \text{Types} \quad (\text{int, char, \ldots}) \\
\text{uop, bop} & \in \text{Ops} \quad (\text{unary and binary operators: +, -, \leq, \ldots})
\end{align*}
\]

\[
\begin{align*}
\text{prog} & ::= \text{decl}^* \text{fundef}^* \text{lab_cmd}^* \quad (\text{programs}) \\
\text{decl} & ::= \text{type } x \quad (\text{declarations}) \\
\text{fundef} & ::= \text{type } f \text{ (decld') \{ decl' lab_cmd' \}} \quad (\text{function definitions}) \\
\text{lab_cmd} & ::= \ell : \text{cmd} \quad (\text{labelled commands}) \\
\text{cmd} & ::= x = \text{expr} \mid x = f(\text{expr'}) \mid \text{return } \text{expr} \mid \text{goto } \ell \mid \text{if } (\text{expr}) \ \ell_1 \ \text{else } \ell_2 \mid \text{halt} \\
\text{expr} & ::= \text{const} \mid x \mid \text{uop } \text{expr} \mid \text{expr bop } \text{expr} \quad (\text{expressions})
\end{align*}
\]

For reasons of brevity, we will feel free to say ‘command’, instead of ‘labelled command’. As usual, the superscripts * and ′ denote non-empty and possibly empty finite sequences, respectively. We feel free to separate the members of the sequences by colons or semicolons. The while commands can be introduced in our language by considering them as abbreviations of suitable sequences of if-else and goto commands.

We assume that: (i) every label occurs in every program at most once, (ii) every variable occurrence is either a global occurrence or a local occurrence with respect to any given function definition, (iii) in every program one may statically determine whether any given variable occurrence is either global or local. Note that there are no blocks, and thus no nested levels of locality. We also assume that: (i) there are no definitions of recursive functions, (ii) there are no side effects when evaluating expressions and functions, (iii) there are neither arrays, nor structures, nor pointers.

A program \(P\) whose initial declarations are of the form: \text{type } z_1; \ldots; \text{type } z_n, is said to act on the global variables \(z_1, \ldots, z_n\). Without loss of generality, we also assume that the last command of every program is \(\ell_0: \text{halt}\) and no other \text{halt} command occurs in any given program.

Now we give the semantics of our imperative language. Let us first introduce the following functions and data structures.

(i) A global environment \(\delta\) : \(\text{Vars} \rightarrow \mathbb{Z}\) is a function that maps global variables to their integer values.

(ii) A local environment \(\sigma\) : \(\text{Vars} \rightarrow \mathbb{Z}\) is a function that maps function parameters and local variables to their integer values.

(iii) An activation frame is a triple of the form \((\ell, y, \sigma)\), where: (1) \(\ell\) is the label where to jump after returning from a function call, (2) \(y\) is the variable that stores the value returned by a function call, and (3) \(\sigma\) is the local environment to be initialized when making a function call.

(iv) A configuration is a triple of the form \((c, \delta, \tau)\), where: (1) \(c\) is a labelled command, (2) \(\delta\) is a global environment, and (3) \(\tau\) is a list of activation frames. We operate on the list \(\tau\) of activation frames by the usual head (hd) and tail (tl) functions and the right-associative list constructor \text{cons}(.). The empty list is denoted by []. Given a function \(f\), a variable identifier \(x\), and an integer \(v\), the term \text{update}(f, x, v)\) denotes the function \(f'\) that is equal to \(f\), except that \(f'(x) = v\).
For any program $P$, for any label $\ell$, (i) $at(\ell)$ denotes the command in $P$ with label $\ell$, and (ii) $nextlab(\ell)$ denotes the label of the command in $P$ that is written immediately after the command with label $\ell$. Given a function identifier $f$, $firstlab(f)$ denotes the label of the first command of the definition of the function $f$ in $P$. For any expression $e$, any global environment $\delta$, and any local environment $\sigma$, $[e]^{\delta, \sigma}$ is the integer value of $e$. For instance, if $x$ is a global variable and $\delta(x) = 5$, then $[x+1]^{\delta, \sigma} = 6$.

The operational semantics that defines the interpreter of our imperative language, is given by a binary transition relation between configurations. That relation, denoted $\Rightarrow$, is defined by the following rules R1–R5. Obviously, no rule is given for the command $\text{halt}$, because no new configuration is generated when $\text{halt}$ is executed.

(R1). Assignment. Let $hd(\tau)$ be the activation frame $\langle \ell', y, \sigma \rangle$ and $v$ be the integer $[e]^{\delta, \sigma}$.
If $x$ is a global variable:  $\langle \ell : x = e, \delta, \tau \rangle \Rightarrow \langle \text{at(nextlab(\ell))}, \delta, \langle \ell', y, \text{update}(\sigma, x, v) \rangle : tl(\tau) \rangle$
If $x$ is a local variable:  $\langle \ell : x = e, \delta, \tau \rangle \Rightarrow \langle \text{at(nextlab(\ell))}, \delta, \langle \ell', y, \text{update}(\sigma, x, v) : tl(\tau) \rangle \rangle$
Informally, an assignment updates either the global environment $\delta$ or the local environment $\sigma$ of the topmost activation frame $\langle \ell', y, \sigma \rangle$.

(R2). Function call. Let $hd(\tau)$ be the activation frame $\langle \ell', y, \sigma \rangle$. Let $\{x_1, \ldots, x_k\}$ and $\{y_1, \ldots, y_n\}$ be the set of the formal parameters and the set of the local variables, respectively, of the definition of the function $f$.
$\langle \ell : x = f(e_1, \ldots, e_k), \delta, \tau \rangle \Rightarrow \langle \text{at(firstlab(f))}, \delta, \langle \ell, (x, \sigma) : \tau \rangle \rangle$
where $\sigma$ is a local environment of the form: $\langle x_1, [e_1]^{\delta, \sigma}, \ldots, (x_k, [e_k]^{\delta, \sigma}), (y_1, n_1), \ldots, (y_n, n_0) \rangle$, for some values $n_1, \ldots, n_0 \in \mathbb{Z}$ (indeed, when the local variables $y_1, \ldots, y_n$ are declared, they are not initialized). Note that since the values of the $n_i$’s are left unspecified, this transition is nondeterministic.
Informally, a function call creates a new activation frame with the label where to jump after returning from the call, the variable where to store the returned value, and the new local environment.

(R3). Return. Let $\tau$ be $\langle \ell', y, \sigma' \rangle : \langle \ell'', z, \sigma'' \rangle : t''$. Let $v$ be the integer $[e]^{\delta, \sigma}$.
If $y$ is a global variable:  $\langle \ell : \text{return } e, \delta, \tau \rangle \Rightarrow \langle \text{at(\ell'')}, \delta, \text{update}(\sigma, y, v) : tl(\tau) \rangle$
If $y$ is a local variable:  $\langle \ell : \text{return } e, \delta, \tau \rangle \Rightarrow \langle \text{at(\ell''), \delta, \langle \ell'', z, \text{update}(\sigma', y, v) : t'' \rangle \rangle}$
Informally, a return command first evaluates the expression $e$ and computes the value $v$ to be returned, then erases the topmost activation frame $\langle \ell', y, \sigma \rangle$, and then updates either the global environment $\delta$ or the local environment $\sigma'$ of the new topmost activation frame $\langle \ell'', z, \sigma'' \rangle$.

(R4). Conditional. Let $hd(\tau)$ be the activation frame $\langle \ell', y, \sigma \rangle$.
If $[e]^{\delta, \sigma} = \text{true}$:  $\langle \ell : \text{if } (e) \ell_1 \text{ else } \ell_2, \delta, \tau \rangle \Rightarrow \langle \text{at(\ell_1)}, \delta, \tau \rangle$
If $[e]^{\delta, \sigma} = \text{false}$:  $\langle \ell : \text{if } (e) \ell_1 \text{ else } \ell_2, \delta, \tau \rangle \Rightarrow \langle \text{at(\ell_2)}, \delta, \tau \rangle$

(R5). Jump. $\langle \ell : \text{goto } \ell', \delta, \tau \rangle \Rightarrow \langle \text{at(\ell')}, \delta, \tau \rangle$
Given a program $P$ acting on the global variables $z_1, \ldots, z_n$, we define the initial configuration to be the triple: $\langle \ell_0 : c_0, \delta_{\text{init}}, [\,] \rangle$, where: (i) $\ell_0 : c_0$ is the first command of $P$, (ii) $\delta_{\text{init}}$ is the initial global environment of the form: $\langle (z_1, n_1), \ldots, (z_n, n_i) \rangle$, where $n_1, \ldots, n_i$ are some given integers in $\mathbb{Z}$, and (iii) $[\,]$ is the empty list of activation frames.

The CLP interpreter for our imperative language is given by the following clauses for the binary predicate $\text{tr}$ that relates old configurations to new configurations and defines the transition relation $\Rightarrow$. We have the clauses for: (i) assignments to global and local variables (clauses 1, 7, and 8), (ii) function calls and returns (clauses 2 and 3), (iii) conditionals (clauses 4 and 5), and (iv) jumps (clause 6).

1. tr($\langle \text{cmd}(L, \text{asgn}(X, \text{expr}(E))), D, T \rangle$, $\langle \text{cmd}(L_1, C), D_1, T_1 \rangle$) :- $\text{loc_env}(T, S)$, $\text{eval}(E, D, S, V)$, $\text{update}(D, T, X, V, D_1, T_1)$, $\text{nextlab}(L, L_1)$, $\text{at}(L_1, C)$.
2. tr($\langle \text{cmd}(L, \text{asgn}(X, \text{call}(F, E))), D, T \rangle$, $\langle \text{cmd}(L_1, C), D, \text{[frame(L_1, X, FEnv) \mid T]) \rangle$) :- $\text{nextlab}(L, L_1)$, $\text{loc_env}(T, S)$, $\text{eval_list}(E, D, S, Vs)$, $\text{build_funev}(F, Vs, FEnv)$, $\text{firstlab}(F, FL)$, $\text{at}(FL, C)$.
3. tr($\langle \text{cmd}(L, \text{return}(E), D, \text{[frame(L_1, X, S) \mid T])}, \text{cmd}(L_1, C), D_1, T_1 \rangle$) :- $\text{eval}(E, D, S, V)$, $\text{update}(D, T, X, V, D_1, T_1)$, $\text{at}(L_1, C)$.
4. tr($\langle \text{cmd}(L, \text{ite}(E, L_1, L_2)), D, T \rangle$, $\langle \text{cmd}(L_1, C), D, T \rangle$) :- $\text{loc_env}(T, S)$, $\text{beval}(E, D, S)$, $\text{at}(L_1, C)$.
The term \( \text{cmd}(L, \text{ite}(E, L1, L2)) \) encodes the conditional \( \text{if}(e) \ell_1 \text{else} \ell_2 \) and the jump \( \text{goto} \ell \), respectively. The predicates \( \text{global}(X) \) and \( \text{local}(X) \) hold if \( X \) denotes a global or local variable, respectively. The predicate \( \text{update}(\text{global}(D, X, V, D1)) \) updates the global environment \( D \) by binding the variable \( X \) to the value \( V \), thereby constructing a new global environment \( D1 \). Similarly, the predicate \( \text{update}(\text{local}(T, X, V, T1)) \) updates the local environment of the topmost activation frame in \( T \), thereby constructing a new local list \( T1 \) of activation frames.

Note that the CLP clauses 1–8 are clauses without constraints in their bodies. However, constraints are used in the extension to lists of the predicate \( \text{eval} \).

5. The safety problem

The problem of verifying the safety of a program \( P \) is the problem of checking whether or not, starting from an initial configuration, the execution of \( P \) leads to a so-called error configuration. This problem is formalized by defining an \textit{unsafety triple} of the form: \( [\varphi_{\text{init}}(z_1, \ldots, z_r)] P [\varphi_{\text{error}}(z_1, \ldots, z_r)] \), where:

(i) \( P \) is a program acting on the global variables \( z_1, \ldots, z_r \),
(ii) \( \varphi_{\text{init}}(z_1, \ldots, z_r) \) is a disjunction of constraints that characterizes the values of the global variables in the initial configurations, and
(iii) \( \varphi_{\text{error}}(z_1, \ldots, z_r) \) is a disjunction of constraints that characterizes the values of the global variables in the error configurations.

We say that a program \( P \) is \textit{unsafe} with respect to a set of initial configurations satisfying \( \varphi_{\text{init}}(z_1, \ldots, z_r) \) and a set of error configurations satisfying \( \varphi_{\text{error}}(z_1, \ldots, z_r) \) or simply, \( P \) is unsafe with respect to \( \varphi_{\text{init}} \) and \( \varphi_{\text{error}} \), if there exist two global environments \( \delta_{\text{init}} \) and \( \delta_{\text{error}} \) such that the following conjunction holds:

\[
\varphi_{\text{init}}(\delta_{\text{init}}(z_1), \ldots, \delta_{\text{init}}(z_r)) \land \langle \ell_0: c_0, \delta_{\text{init}}, [\ ] \rangle \Rightarrow^* \langle \ell_h: \text{halt}, \delta_h, [\ ] \rangle \\
\land \varphi_{\text{error}}(\delta_{\text{error}}(z_1), \ldots, \delta_{\text{error}}(z_r))
\]

where \( \ell_0: c_0 \) is the first command of \( P \) and, as already mentioned, \( \ell_h: \text{halt} \) is the last command of \( P \). As usual, \( \Rightarrow^* \) denotes the reflexive, transitive closure of \( \Rightarrow \).

A program is said to be \textit{safe} with respect to \( \varphi_{\text{init}} \) and \( \varphi_{\text{error}} \) if it is not unsafe with respect to \( \varphi_{\text{init}} \) and \( \varphi_{\text{error}} \).

An unsafety triple can be encoded as a CLP program. We show how this encoding can be done through the following example. The extension to the general case is straightforward.

Let us consider the unsafety triple:

\[
[\varphi_{\text{init}}(x, y, n)] \text{ Increment } [\varphi_{\text{error}}(x, y, n)]
\]

where: (i) \( \varphi_{\text{init}}(x, y, n) \) is \( x = 0 \land y = 0 \), (ii) \( \varphi_{\text{error}}(x, y, n) \) is \( x > y \), and (iii) the program Increment acting on the global variables \( x, y, \text{ and } n \), is:
int x; int y; int n;
ℓ₀: while (x<n) { x = x + 1; y = x + y; }
ℓ₅: halt;

The while command stands for the following sequence of labelled commands of our imperative language:

ℓ₀: if (x<n) ℓ₁ else ℓ₅;
ℓ₁: x = x + 1;
ℓ₂: y = x + y;
ℓ₅: goto ℓ₀;

Then, this sequence of labelled commands is encoded into the following CLP facts:

1. at(0,ite(less(int(x),int(n)),1,h)).
2. at(1,assign(int(x),expr(plus(int(x),int(1))))).
3. at(2,assign(int(y),expr(plus(int(x),int(y))))).
4. at(3,goto(0)).
5. at(h,halt).

We also introduce the following CLP clauses that specify the reachability relation from the initial configuration to the error configuration:

6. unsafe :- initConf(X), reach(X).
7. reach(X) :- tr(X,X₁), reach(X₁).
8. reach(X) :- errorConf(X).

In our example the predicates initConf and errorConf specifying the initial and the error configurations, respectively, are defined by the following two constrained facts:

9. initConf(cf(cmd(0,ite(less(int(x),int(n)),1,h)),[[int(x),X],[int(y),Y],[int(n),N]],[])) :- X=Y, Y=0.
10. errorConf(cf(cmd(h,halt),[[int(x),X],[int(y),Y],[int(n),N]],[])) :- X>Y.

In clauses 9 and 10 the global environment (that is, the second component of the configuration) has been encoded by the list [[int(x),X],[int(y),Y],[int(n),N]] that gives the bindings for the global variables x, y, and n, respectively. In the initial configuration (see clause 9) we have the first command of our program, that is, the command cmd(0,ite(less(int(x),int(n)),1,h)), and the initial list of activation frames, which is the empty list [].

The CLP program, call it P₁, consisting of clauses 1–10 above, together with the clauses that define the predicate tr and the predicate update (see clauses 1–8 of Section 4), is called the CLP encoding of the given unsafety triple \( \{\varphi_{init}(x,y,n)\} \) \textit{Increment} \( \{\varphi_{error}(x,y,n)\} \).

The following result shows that the encoding of the safety problem into CLP clauses is correct.

\textbf{Theorem 1.} (Correctness of CLP Encoding) Let I be the CLP encoding of any given unsafety triple \( \{\varphi_{init}\} P \{\varphi_{error}\} \). The program P is safe with respect to \( \varphi_{init} \) and \( \varphi_{error} \) iff unsafe \( \not\in \) M(I).

\textbf{Proof.} In the CLP program I, the predicate tr encodes the transition relation \( \rightarrow \) associated with the given imperative program P, that is, \( I \models tr(cf₁,cf₂) \) iff \( cf₁ \Rightarrow cf₂ \), where \( cf₁ \) and \( cf₂ \) are terms encoding the configurations \( cf₁ \) and \( cf₂ \), respectively. The predicates initConf and errorConf encode the initial and error configurations, respectively, that is, the following Properties (A) and (B) hold.

Property (A): \( I \models initConf(init-cf) \) iff init-cf is the term encoding a configuration of the form \( \{\ell₀: c₀, δ_{init}, []\} \) such that \( \varphi_{init}(δ_{init}(z₁),...,δ_{init}(zₚ)) \) holds, and

Property (B): \( I \models errorConf(error-cf) \) iff error-cf is the term encoding a configuration of the form \( \{\ell₅: halt, δ₅, []\} \) such that \( \varphi_{error}(δ₅(z₁),...,δ₅(zₚ)) \) holds.

By clauses 7 and 8 of the CLP program I and Property (B), for any configuration \( cf \) encoded by the term \( cf \), we have that \( I \models reach(cf) \) iff there exists a configuration \( cf₀ \) of the form \( \{\ell₅: halt, δ₅, []\} \) such that \( \varphi_{error}(δ₅(z₁),...,δ₅(zₚ)) \) holds and \( cf \Rightarrow cf₀ \).

Now, by clause 6 of the CLP program I and Property (A), we get that \( I \models unsafe \) iff there exist configurations \( cf₀ \) and \( cf₅ \) such that the following hold:

(i) \( cf₀ \) is of the form \( \{\ell₀: c₀, δ_{init}, []\} \).
(ii) \( \varphi_{\text{init}}(\delta_{\text{init}}(z_1), \ldots, \delta_{\text{init}}(z_i)) \),
(iii) \( cf_0 \Rightarrow cf_h \),
(iv) \( cf_h \) is of the form \( \langle \ell_b, \text{halt}, \delta_b, [] \rangle \), and
(v) \( \varphi_{\text{error}}(\delta_h(z_1), \ldots, \delta_h(z_i)) \).

Thus, by the definition of unsafety, \( I \models \text{unsafe} \) iff \( P \) is unsafe with respect to \( \varphi_{\text{init}} \) and \( \varphi_{\text{error}} \). The thesis follows from the fact that \( I \models \text{unsafe} \) iff \( \text{unsafe} \in M(I) \) [26].

Note that, instead of using clauses 6–8, we could have defined the predicate \( \text{unsafe} \) using the following clauses 6′–8′ that, given the transition relation \( \text{tr} \), define the reachability relation in a backward way, from the error configuration back to the initial configuration:

6'. \( \text{unsafe} : \text{-} \text{errorConf}(X), \text{reach}(X). \)
7'. \( \text{reach}(X1) : \text{-} \text{tr}(X,X1), \text{reach}(X). \)
8'. \( \text{reach}(X) : \text{-} \text{initConf}(X). \)

As it will be explained in Section 6.5, clauses 6′–8′ are semantically equivalent to clauses 6–8, but they may determine a different behavior of the verification method. Indeed, the unfolding of clauses 6–8 propagates the information of the constraints of the initial configuration to the configurations that are reachable using the relation \( \text{tr} \), while the unfolding of clauses 6′–8′ propagates the information of the constraints of the error configuration back to the configurations from which the error configuration is reachable.

In our verification method we propagate in an alternate manner both kinds of constraints by applying, between any two program specializations, the so-called Reverse Transformation (see Section 6.5) that inverts the order of computation [6] and realizes, in fact, a transformation analogous to that from clauses 6–8 to clauses 6′–8′ (and vice versa).

6. The Verification Method

In order to verify whether or not a given imperative program \( P \) is unsafe with respect to \( \varphi_{\text{init}} \) and \( \varphi_{\text{error}} \), by Theorem 1 we can check whether or not the atom \( \text{unsafe} \) belongs to \( M(I) \), where \( I \) is the CLP encoding of the unsafety triple \( \llbracket \varphi_{\text{init}} \rrbracket, \llbracket \varphi_{\text{error}} \rrbracket \). However, as already mentioned, due to the undecidability of safety, there is no algorithm that always terminates and checks whether or not \( \text{unsafe} \) belongs to \( M(I) \). Indeed, in general \( M(I) \) is an infinite model and its construction may not terminate, and also the standard top-down evaluation strategy (see, for instance, [25]) may not terminate for the query \( \text{unsafe} \).

As an alternative to the construction of the least model and to standard query evaluation strategies, in this paper we present our software model checking method based on \textit{iterated specialization}, which performs a \textit{sequence} of program specializations. The strategy for constructing this sequence of specializations is depicted in Figure 1.

\begin{figure}
\centering
\begin{tabular}{ll}
\textbf{Input}: & A CLP program \( I \) encoding an unsafety triple \( \llbracket \varphi_{\text{init}} \rrbracket P \llbracket \varphi_{\text{error}} \rrbracket \). \\
\textbf{Output}: & if \( P \) is safe with respect to \( \varphi_{\text{init}} \) and \( \varphi_{\text{error}} \) then ‘safe’ else ‘unsafe’. \\
\textbf{Step 1}. & \textbf{SpecializeRemove}(I, I_0); \hspace{1cm} \% \text{REMOVING THE INTERPRETER} \\
\textbf{Step 2}. & \textbf{SpecializeProp}(I_0, I'); \hspace{1cm} \% \text{PROPAGATING THE CONSTRAINTS OF THE INITIAL OR ERROR CONFIGURATION} \\
\textbf{Step 3}. & \text{if SafetyTest}(I') = ‘safe’ \hspace{1cm} \% \text{LIGHTWEIGHT ANALYSIS} \\
& \hspace{1cm} \% \text{RETURN ‘SAFE’} \\
& \hspace{1cm} \text{else} \hspace{1cm} \% \text{RETURN ‘UNSAFE’} \\
& \hspace{1cm} \text{if SafetyTest}(I') = ‘unknown’ \hspace{1cm} \% \text{REVERSE(I', I_0); goto Step 2} \\
& \hspace{1cm} \% \text{GO BACK TO Step 2} \\
\end{tabular}
\caption{The Iterated Specialization strategy.}
\end{figure}

The Iterated Specialization strategy takes as input the CLP program \( I \) made out of: (i) the CLP facts associated with the imperative program \( P \), (ii) the clauses for the interpreter \( \text{tr} \) that encodes the transition relation \( \Rightarrow \), (iii) the clauses for the predicates \( \text{unsafe} \) and \( \text{reach} \) (see clauses 6–8 of Section 5), (iv) the clauses for \( \text{initConf} \) and \( \text{errorConf} \) encoding the formulas \( \varphi_{\text{init}} \) and \( \varphi_{\text{error}} \), respectively.

The Iterated Specialization strategy has the objective of deriving a new CLP program \( I_0 \) such that: (i) \( \text{unsafe} \in M(I) \) iff \( \text{unsafe} \in M(I_0) \), and (ii) \( I_0 \) either contains the fact \( \text{unsafe} \) or contains no clauses with head \( \text{unsafe} \). In the
former case the unsafety property encoded by \( I \) holds and the given imperative program is unsafe, while in the latter case the unsafety property does not hold and the given imperative program \( P \) is safe.

The input program \( I \) is first specialized by applying the procedure \( \text{Specialize}_{\text{Remove}} \), which realizes the removal of the interpreter (this step is common to other specialization-based techniques for the verification of imperative programs \([14, 33]\)). In particular, \( \text{Specialize}_{\text{Remove}} \) unfolds away the relation \( \text{tr} \) and introduces new predicate definitions corresponding to (a subset of) the ‘program points’ of the original imperative program. Thus, at the end of this first specialization we derive a CLP program \( I_{sp} \) which defines the predicate \( \text{unsafe} \) without using the predicate \( \text{tr} \), and in this sense we say that this first specialization realizes the removal of the interpreter.

Then, the Iterated Specialization strategy applies the procedure \( \text{Specialize}_{\text{prop}} \), which propagates the constraints of the initial configuration. As shown in the introductory example of Section \( 3 \) the constraints of the initial configuration can be propagated through the program \( I_{sp} \) obtained after removing the interpreter, by specializing \( I_{sp} \) itself with respect to \( \phi_{\text{init}} \), thereby deriving a new specialized program \( I' \).

Next, our Iterated Specialization strategy performs a lightweight analysis, called the \( \text{SafetyTest} \), to check whether or not \( \text{unsafe} \) belongs to \( M(I') \), that is, whether or not \( P \) is unsafe. In particular, \( \text{SafetyTest} \) checks whether \( I' \) can be transformed into an equivalent program \( T \) where one of the following conditions holds: either (i) the fact \( \text{unsafe} \) belongs to \( T \), hence there is a computation leading to an error configuration and the strategy halts reporting ‘unsafe’, or (ii) \( T \) has no constrained facts, hence no computation leads to an error configuration and the strategy halts reporting ‘safe’, or (iii) \( T \) contains a clause of the form \( \text{unsafe} :- G \), where \( G \) is not the empty goal (thus, neither (i) nor (ii) holds), and hence the strategy proceeds to the subsequent step.

In that subsequent step our strategy propagates the constraints of the error configuration. This is done by: (i) first applying the \( \text{Reverse} \) procedure, which, so to say, inverts the flow of computation by interchanging the roles of the initial configuration and the error configuration, and (ii) then specializing (using the procedure \( \text{Specialize}_{\text{prop}} \) again) the ‘reversed’ program with respect to \( \phi_{\text{error}} \).

The strategy iterates the applications of the \( \text{Reverse} \) and the \( \text{Specialize}_{\text{prop}} \) procedures until hopefully \( \text{SafetyTest} \) succeeds, thereby reporting either ‘safe’ or ‘unsafe’. Obviously, due to the undecidability of safety, the Iterated Specialization strategy may not terminate. However, we will show that each iteration terminates, and hence we can refine the analysis and possibly increase the level of precision by starting each new iteration from the CLP program obtained as output of the previous iteration.

### 6.1. The Specialize Procedure

The \( \text{Specialize}_{\text{Remove}} \) and \( \text{Specialize}_{\text{prop}} \) procedures are two specific versions of the generic \( \text{Specialize} \) procedure presented in Figure \( 2 \).

Assume that the program \( I \) taken as input by the \( \text{Specialize} \) procedure, contains \( j (\geq 1) \) clauses that define the predicate \( \text{unsafe} \) and they are of the form:

\[
\text{unsafe} :- c_1(X), A_1(X), \ldots, c_j(X), A_j(X)
\]

where \( c_1(X), \ldots, c_j(X) \) are either atoms or constraints, and \( A_1(X), \ldots, A_j(X) \) are atoms. (Here and in the rest of this section by \( c(X) \) and \( A(X) \) we denote a constraint or an atom, respectively, whose variables are among those in the tuple \( X \).) For instance, if \( I \) is the CLP encoding of the interpreter of our imperative language (see clauses 6–8 of Section \( 5 \)), we have that \( j = 1, c_1(X) = \text{initConf}(X) \), and \( A_1(X) = \text{reach}(X) \).

The \( \text{Specialize} \) procedure modifies the initial program \( I \) by propagating the information present in the constraints \( c_1(X), \ldots, c_j(X) \), which characterize the initial or the error configurations. (The fact that they characterize either an initial or an error configuration depends on the number of applications of the \( \text{Reverse} \) procedure.) This propagation of information is realized by the unfolding steps. In particular, by unfolding we may be able to discover that the atom \( \text{unsafe} \) has a successful derivation, and hence the given imperative program is unsafe. Alternatively, by unfolding we may add constraints that are inconsistent with the ones occurring in the constrained facts (if any), and by folding we may derive mutually recursive predicates, and hence these predicates will have no constrained facts and we succeed, thereby reporting either ‘safe’ or ‘unsafe’, or not.

The \( \text{Specialize} \) procedure makes use of the unfolding, clause removal, definition introduction, and folding transformation rules \([16, 17]\).

**Definition 1 (Unfolding Rule).** Given a clause \( C \) of the form \( H :- c, L, A, R \), where \( H \) and \( A \) are atoms, \( c \) is a constraint, and \( L \) and \( R \) are (possibly empty) conjunctions of atoms, let \( \{ K_i :- c_j, B_i \mid i = 1, \ldots, m \} \) be the set of the
Input: Program I.
Output: Program \( I_{sp} \) such that \( unsafe \in M(I) \) iff \( unsafe \in M(I_{sp}) \).

Initialization:
\[
I_{sp} := \emptyset; \quad InCls := \{unsafe:- c_i(X), A_i(X), \ldots, unsafe:- c_j(X), A_j(X)\}; \quad Defs := \emptyset;
\]

(a) \textbf{while in InCls there is a clause C that is not a constrained fact do}

Unfolding:
\[
SpC := Unf(C, A), \text{ where } A \text{ is the leftmost atom in the body of } C;
\]

(a1) \textbf{while in SpC there is a clause D whose body contains an occurrence of an unfoldable atom A do}
\[
SpC := (SpC - \{D\}) \cup Unf(D, A)
\]

end-while;

Clause Specialization:
\[
(a2) \text{ while in SpC there are two distinct clauses } E_1 \text{ and } E_2 \text{ such that } E_1 \text{ subsumes } E_2 \text{ do}
\]
\[
SpC := SpC - \{E_2\}
\]

end-while;

Definition Introduction:
\[
(a3) \text{ while in SpC there is a clause } E \text{ that is not a constrained fact and cannot be folded using a definition in } Defs \text{ do}
\]
\[
Defs := Defs \cup \{Gen(E, Defs)\}; \quad InCls := InCls \cup \{Gen(E, Defs)\};
\]

end-while;

InCls := InCls - \{C\}; \quad I_{sp} := I_{sp} \cup SpC;

end-while;

Folding:
\[
(\beta) \text{ while in } I_{sp} \text{ there is a clause } E \text{ that can be folded by a clause } D \text{ in } Defs \text{ do}
\]
\[
I_{sp} := (I_{sp} - \{E\}) \cup \{F\}, \text{ where } F \text{ is derived by folding } E \text{ using } D;
\]

end-while;

Remove from \( I_{sp} \) all clauses for predicates on which unsafe does not depend.

Figure 2: The Specialize Procedure.

(renamed apart) clauses in program I such that, for \( i = 1, \ldots, m \), \( A \) is unifiable with \( X_i \) via the most general unifier \( \theta_i \) and \( (c, c_i) \theta_i \) is satisfiable. We define the following function Unf:

\[
Unf(C, A) = \{(H : - c_i, L, B_j, R) \theta_i | i = 1, \ldots, m\}
\]

Each clause in Unf \((C, A)\) is said to be derived by unfolding C w.r.t. \( A \).

In order to perform unfolding during specialization, we assume that atoms occurring in bodies of clauses are annotated as either unfoldable or not unfoldable. This annotation is based on an analysis of program I which ensures that any sequence of clauses constructed by unfolding w.r.t. unfoldable atoms is finite. We will provide more details on the annotations used for the SpecializeRemove and SpecializeProp procedures in Sections 6.2 and 6.3 respectively. We refer to [31] for a survey of techniques for controlling unfolding that guarantee this finiteness property.

The Specialize procedure introduces a set Defs of new predicate definitions, that is, a set of clauses of the form newp \((X) := c(X), A(X)\), where newp is a predicate symbol not occurring in I and occurring in Defs only once. New predicate definitions are introduced by using a function Gen, called generalization operator, which we now define.

The definition of generalization operator is similar to the one of widening operator first considered in the field of program analysis [3].

Definition 2 (Generalization Operator). Let E be a clause of the form \( H(X) := e(X, X_1), Q(X_1) \), where \( X \) and \( X_1 \) are tuples of variables, \( e(X, X_1) \) is a constraint, and \( Q(X_1) \) is an atom. Let Defs be a set of predicate definitions.
Then, Gen(E, Defs) is a clause G: newq(X1) :- g(X1), Q(X1), such that: (i) newq is a new predicate symbol, and (ii) e(X, X1) ⊆ g(X1).

For any infinite sequence E1, E2, ... of clauses, let G1, G2, ... be a sequence of clauses constructed as follows: (1) G1 = Gen(E1, 0), and (2) for every i > 0, Gi+1 = Gen(Ei+1, {G1, ..., Gi}). We assume that the sequence G1, G2, ... stabilizes, that is, there exists an index k such that, for every i > k, Gi is equal, modulo the head predicate name, to a clause in {G1, ..., Gk}.

In Sections 6.2 and 6.3 we will present some specific generalization operators which are used in our experiments of Section 7. More generalization operators used for the specialization of logic programs and also constraint logic programs can be found in [17, 19, 31, 32, 37].

**Definition 3 (Folding Rule).** Let Defs be a set of predicate definitions. Let us consider a clause E of the form: H(X) :- e(X, X1), Q(X1), and a clause D in Defs of the form: newq(X1) :- g(X1), Q(X1) such that e(X, X1) ⊆ g(X1). By folding E using D we derive the clause F: H(X) :- e(X, X1), newq(X1).

**Termination and Correctness of Specialization**

The correctness of the Specialize procedure with respect to the least model semantics directly follows from the correctness of the transformation rules that are used [16]. Indeed, the Specialize procedure enforces all the applicability conditions for the unfolding and folding rules presented in [16].

As mentioned above, the termination of the unfolding phase of the Specialize procedure is guaranteed by a suitable annotation of the atoms in the body of the clauses. Moreover, when Gen is a generalization operator defined as indicated in Definition 2, a finite set of new predicates are introduced during the Specialize procedure, and hence the procedure terminates.

Thus, we have the following result.

**Theorem 2.** (Termination and Correctness of Specialization) (i) The Specialize procedure terminates. (ii) Let program {I} = the output of the Specialize procedure applied on the input program I. Then unsafe ∈ M(I) iff unsafe ∈ M(I).

**Proof.** (i) In order to prove the termination of the Specialize procedure we assume that the unfoldable annotations and not unfoldable annotations guarantee the termination of the unfolding while-loop (α1). Since the clause removal while-loop (α2), the definition introduction while-loop (α3), and the folding while-loop (β) clearly terminate, we are left with showing that the first, outermost while-loop (α) terminates, that is, a finite number of new predicate definitions is added to IncIs by definition introduction. This finiteness is guaranteed by the following facts:

1. all new predicate definitions are introduced by using the generalization operator Gen,
2. by Definition 2 the set of all new predicate definitions generated by a sequence of applications of Gen is finite, modulo the head predicate names, and
3. no two new predicate definitions that are equal modulo the head predicate name are introduced by definition introduction (indeed, definition introduction introduces a new predicate definition only if the definitions already present in Defs cannot be used to fold clause F).

(ii) Before proving the correctness of the Specialize procedure, let us briefly recall the results for CLP transformation rules presented in [16]. We refer to the adaptation of the transformation rules to CLP program specialization considered in [18].

A transformation sequence is a sequence P0, ..., Pn of CLP programs constructed from an initial program P0 by applying the unfolding, clause removal, definition introduction, and folding rules. By Defs, with 0 ≤ i ≤ n, we denote the set of clauses introduced by the definition introduction rule during the construction of P0, ..., Pi. In a transformation sequence, program P_{i+1} is derived from Pi by applying one of the transformation rules as follows:

- (Unfolding) P_{i+1} = (P_i - {C}) ∪ Unf(C, A), where C is a clause in Pi and A is an atom in the body of C;
- (Clause Removal) P_{i+1} = P_i - {C}, where C is a clause in P_i that is subsumed by a constrained fact in P_i - {C};
- (Definition Introduction) P_{i+1} = P_i ∪ {newp(X) :- c(X), k(X)}, where newp is a predicate symbol not occurring in P0, ..., Pi;
- (Folding) P_{i+1} = (P_i - {E}) ∪ {F}, where E is a clause in P_i and F is a clause derived by folding E using a clause D in Defs.,
The following result is proved in [16, 18].

**Theorem (Correctness of the Transformation Rules).** Let \( P_0, \ldots, P_n \) be a transformation sequence. Let us assume that for every \( i \), with \( 0 < i < n - 1 \), if \( P_{i+1} \) is derived by folding a clause in \( P_i \), using a clause \( D \) in \( Defs_0 \), then there exists \( j \), with \( 0 < j < n - 1 \), such that: (i) \( D \) belongs to \( P_j \), and (ii) \( P_{j+1} \) is derived by unfolding \( D \) w.r.t. an atom in its body.

Then, for every ground atom \( A \) whose predicate occurs in \( P_0 \), we have that \( A \in M(P_0) \) if \( A \in M(P_n) \).

The **Specialize** procedure constructs a transformation sequence \( P_0, \ldots, P_n \), such that:

(i) \( P_0 \) is \( I \), and

(ii) \( P_n \) is \((I - \{unsafe: -c_1(X), h_1(X), \ldots, unsafe: -c_j(X), h_j(X)\}) \cup I'\), where \( I' \) is the value of \( I_\text{sp} \) at the exit of the FOLDING while-loop (β).

The hypothesis of the Theorem of Correctness of the Transformation Rules is fulfilled, as all clauses in \( Defs \) are unfolded. Thus, unsafe \( \in M(I) \) if unsafe \( \in M(P_n) \). The thesis follows from the fact that, by deleting from \( P_n \) the clauses defining predicates on which unsafe does not depend, we get a final program \( I_\text{sp} \) such that unsafe \( \in M(I_\text{sp}) \) iff unsafe \( \in M(P_n) \). \( \square \)

### 6.2. Removal of the interpreter

As already mentioned, the removal of the interpreter is achieved by applying the **Specialize** procedure to the program \( I \) that encodes an unsafe triple \( \{\text{Init}\} P \{\text{Error}\} \). **Specialize** is a specific version of the **Specialize** procedure where unfoldings and generalizations steps are performed as we indicate below.

An atom \( A \) in the body of a clause \( C \) is **unfoldable** if one of the following conditions holds:

(i) the predicate of \( A \) is different from reach,

(ii) \( A \) is of the form \( \text{reach}(cf(cmd(lab,c),d,t)) \) and \( C \) is either \( \text{asgn}(x,\text{expr}(e)) \), or \( \text{return}(e) \), or \( \text{halt} \),

(iii) \( A \) is of the form \( \text{reach}(cf(cmd(lab,\text{goto}(nextlab)),d,t)) \) and \( C \) has not been derived (in one or more steps) by unfolding a clause with respect to an atom of the form \( \text{reach}(cf(cmd(lab,\text{goto}(nextlab)),d',t')) \).

Note that a reach atom containing a command of the form \( \text{asgn}(x,\text{call}(\ldots)) \) is assumed to be not unfoldable. Condition (iii) allows unfolding with respect to a reach atom containing a goto command, but prevents infinite unfolding. (Recall that we have assumed that the imperative program \( P \) does not contain definitions of recursive functions.) Finally, note that a reach atom containing an \texttt{ite} command is not unfoldable, and hence a potential exponential blowup due to the unfolding of conditionals is avoided. Indeed, it can easily be shown that the size of the output \( I_\text{sp} \) of **Specialize** is linear with respect to the size of \( I \) (and thus, also with respect to the size of the imperative program \( P \) of the triple encoded by \( I \)).

The generalization operator used in the **Specialize** procedure is defined as follows.

Given a clause \( E : H(X) :- e(X,X1), Q(X1) \) and a set \( Defs \) of predicate definitions, \( Gen(E, Defs) \) is the clause \( \text{newq}(X1) :- Q(X1) \), where \( \text{newq} \) is a new predicate symbol. (With reference to Definition 3 the constraint \( g(X1) \) is true.) This generalization operator guarantees that, as required by Definition 3, the set of new predicate definitions introduced by any sequence of new predicate definitions introduced by using \( Gen \) is finite. Indeed, \( Q(X1) \) must be of the form \( \text{reach}(cf(cmd(lab,c),d,t)) \) and there is a finite number of distinct quadruples \((lab,c,d,t)\), as there is a finite number of distinct (global or local) variable identifiers and, under our assumption that \( P \) does not contain recursive function definitions, the lists of activation frames generated by unfolding have bounded length.

Let us consider again the unsafe triple \( \{\text{Init}\} P \{\text{Error}\} \) of our running example presented in Section 5. In order to show that the program \( Increment \) is safe with respect to ‘\( x=0 \land y=0 \)’ and ‘\( x>y \)’, we apply the **Iterated Specialization** strategy.

The strategy takes as input the CLP program \( P_1 \) encoding the given unsafe triple. Program \( P_1 \) includes the clauses for the predicate \texttt{tr} (clauses 1–6 of Section 4 and the clauses for the predicates on which \texttt{tr} depends), the clauses for the predicate at encoding program \texttt{Increment} (clauses 1–5 of Section 5), and the clauses defining the predicates unsafe, reach, \texttt{initConf}, and \texttt{errorConf} (clauses 6–10 of Section 5).

We apply the **Specialize** strategy as we now show. We start off by executing the first while-loop (α), which iterates the UNFOLDING, CLAUSE REMOVAL, and DEFINITION INTRODUCTION steps.

**First execution of the body of the while-loop (α).**

UNFOLDING. By unfolding clause 6 with respect to the atom \( \text{initConf}(X) \) (which is the leftmost atom in the body of clause 6), we get:
11. unsafe :- X=0, Y=0, reach(cf(cmd(0,ite(less(int(x),int(n)),1,h)), [[int(x),X],[int(y),Y],[int(n),N]],[])).

No Clause Removal is applicable.

Definition Introduction. The reach atom in clause 11 is not unfoldable because it contains an ifte command. Thus, we stop unfolding and we introduce the new predicate definition:

12. new1(X,Y,N) :- reach(cf(cmd(0,ite(less(int(x),int(n)),1,h)), [[int(x),X],[int(y),Y],[int(n),N]],[])).

Second execution of the body of the while-loop (α).

Unfolding. Then we unfold clause 12 and we get the two clauses:

13. new1(X,Y,N) :- tr(cf(cmd(0,ite(less(int(x),int(n)),1,h)), [[int(x),X],[int(y),Y],[int(n),N]],[]),X1), reach(X1).
14. new1(X,Y,N) :- errorConf(cf(cmd(0,ite(less(int(x),int(n)),1,h)), [[int(x),X],[int(y),Y],[int(n),N]],[])).

The tr and errorConf atoms in the bodies of clauses 13 and 14, respectively, are unfoldable. Thus, we perform some more unfolding steps and from clause 13, after a few steps that can be viewed as mimicking the symbolic evaluation of the if-else command, we get the following two clauses:

15. new1(X,Y,N) :- X<N, reach(cf(cmd(1,asgn(int(x),expr(plus(int(x),int(1))))), [[int(x),X],[int(y),Y],[int(n),N]],[]),X1), reach(X1).
16. new1(X,Y,N) :- X≥N, errorConf(cf(cmd(h,halt),[[int(x),X],[int(y),Y],[int(n),N]],[])).

(Note that the test on the condition less(int(x),int(n)) in the command of clause 13 generates the two constraints X<N and X≥N.) Then, we delete clause 14 because by unfolding it we do not get any clause (indeed, the term cmd(0, . . .) does not unify with the term cmd(h, . . .)).

The reach atom in the body of clause 15 is unfoldable, because it contains a command of the form asgn(int(x), expr(...)). From clause 15, after two unfolding steps, we get:

17. new1(X,Y,N) :- X<N, tr(cf(cmd(1,asgn(int(x),expr(plus(int(x),int(1))))), [[int(x),X],[int(y),Y],[int(n),N]],[]),X1), reach(X1).

Also the reach atom in the body of clause 16 is unfoldable. After two unfolding steps, we get:

18. new1(X,Y,N) :- X≥N, errorConf(cf(cmd(h,halt),[[int(x),X],[int(y),Y],[int(n),N]],[])).

Then, by unfolding clause 17 with respect to the unfoldable tr atom in its body, we get:

19. new1(X,Y,N) :- X<N, X1=X+1, tr(cf(cmd(2,asgn(int(y),expr(plus(int(x),int(y))))), [[int(x),X1],[int(y),Y],[int(n),N]],[]),X2), reach(X2).

Then, by unfolding clause 18 we get:

20. new1(X,Y,N) :- X≥N, X>Y.

The reach atom in the body of clause 19 is unfoldable. After two unfolding steps, we get:

21. new1(X,Y,N) :- X<N, X1=X+1, tr(cf(cmd(1,asgn(int(y),expr(plus(int(x),int(y))))), [[int(x),X1],[int(y),Y],[int(n),N]],[]),X2), reach(X2).

By unfolding clause 21 we get:

22. new1(X,Y,N) :- X<N, X1=X+1, Y1=X1+Y, reach(cf(cmd(3,goto(0)), [[int(x),X1],[int(y),Y1],[int(n),N]],[])).

The sequence of clauses 11, 15, 19, and 22, which we have obtained by unfolding, mimics the execution of the sequence of the four commands: (i) \( \ell_0 : \text{if } x < n \) \( \ell_1 : x = x + 1 \), (iii) \( \ell_2 : y = x + y \), and (iv) \( \ell_3 : \text{goto } \ell_0 \) (note in those clauses the atoms \( \text{reach(cf(cmd(i,...),...))} \), for \( i = 0, 1, 2, 3 \)). Indeed, in general, by unfolding one can perform the symbolic execution of the commands of any given program. The conditions that should hold so that a particular command cmd(\( i, \ldots \)) is executed, are given by the constraints in the clause where the atom \( \text{reach(cf(cmd(i,...),...))} \) occurs.

The reach atom in the body of clause 22 is unfoldable, because clause 22 has not been derived from another clause containing a goto command. From clause 22, after some more unfolding steps, we get:
23. new1(X,Y,N) :- X<N, X1=X+1, Y1=X1+Y, reach(cf(cmd(0,ite(less(int(x),int(n)),1,h)), [[int(x),X1],[int(y),Y1],[int(n),N]],[])).

The reach atom in the body of clause 23 is not unfoldable, because it contains the ite command. However, clause 23 can be folded using definition 12. Thus, the while-loop (α) terminates without introducing any new definition.

Now, we proceed to the Folding phase. By folding clauses 11 and 23 using definition 12, we get the following final, specialized program P2:

11.f unsafe :- X=0, Y=0, new1(X,Y,N).
23.f new1(X,Y,N) :- X<X, X1=X+1, Y1=X1+Y, new1(X1,Y1,N).
20. new1(X,Y,N) :- X≥N, X>Y.

Note that the folding of clause 23 using the definition for predicate new1 has been possible because the execution of the program goes back to the ite command to which the definition of new1 refers.

6.3. Propagation of constraints

The procedure SpecializeProp specializes the CLP program Psp, obtained after the application of SpecializeRemove, by propagating the constraints that characterize the initial or the error configuration. (In our running example program Psp is program P2.) Now we describe how the unfolding and generalization steps are performed during SpecializeProp.

In order to guide the application of the unfolding rule during the application of SpecializeProp, we stipulate that every atom with a new predicate introduced during the previous specialization is annotated as not unfoldable. Thus, we can unfold a clause with respect to an atom with a new predicate only once at the first step of the Unfolding phase. This choice guarantees the termination of the Unfolding phase (notice that new predicates can depend on themselves), and also avoids an undesirable, excessive increase of the number of clauses in the specialized program. Obviously, more sophisticated strategies for guiding unfolding could be applied. For instance, one may allow unfolding only if it generates at most one clause. This unfolding policy, called determinate unfolding in [20], does not increase the number of clauses and is useful in most cases. However, as we will show in Section 7, our simple choice is effective in practice.

The generalization operator adopted during the SpecializeRemove is not adequate for SpecializeProp, as it generalizes every constraint to true, thereby losing all information about the constraints that characterize the initial and the error configurations. In order for SpecializeProp to be effective, we need to use a generalization operator that retains as much information as possible, while guaranteeing the termination of the specialization.

Now we will consider four generalization operators and in Section 7 we will compare them with respect to their strength and efficacy for the verification of program properties. These generalization operators are based on the widening and convex hull operators which have been proposed for the static analysis of programs [8,11] and also applied to the specialization of constraint logic programs (see, for instance, [19,37]). These generalization operators have been extensively studied in the above cited papers.

Let us briefly recall the notions that are needed to understand the specific operators we have used in our experiments whose results have been reported in Section 7.

Let ℜ denote the set (and the structure) of the real numbers. We will define the projection, the widening, and the convex hull operators on constraints with respect to ℜ, instead of ℤ. Those operators on the domain of the reals have more efficient implementations than those on the domain of the integers (where, moreover, projection is not always defined). As shown in [13] the use of operators defined on reals for specializing CLP programs on integers preserves correctness, although it may, at least in principle, decrease precision. Let us denote by ⊑R the entailment in ℜ. Clearly, if c ⊑R d then c ⊑ d.

The projection of a constraint c(X,Y) onto the tuple Y of variables is a constraint c\text{proj}(Y) such that ℜ ⊨ ∀Y(c\text{proj}(Y) ↔ ∃X c(X,Y)). We have that c(X,Y) ⊑R c\text{proj}(Y), and hence c(X,Y) ⊑ c\text{proj}(Y).

Let c be a constraint that we assume to have rewritten as a conjunction of inequalities (if c is not already in this form). The widening of c with respect to the constraint d is the conjunction of all atomic constraints of c that are entailed by d [11]. If w is the widening of c with respect to d, then c ⊑R w and w ⊑R d.

The convex hull of two constraints c and d is the least (w.r.t. the ⊑R ordering) constraint h such that c ⊑R h and d ⊑R h. Thus, we also have that c ⊑R h and d ⊑R h. The convex hull operator is often used for improving the precision of widening-based static analysis and specialization [11,37].
We say that a definition \( \text{newp}(X) : - c(X), Q(X) \) is more general than a definition \( \text{newq}(X) : - d(X), Q(X) \) if \( d(X) \subseteq c(X) \).

Let us first present two monovariant generalization operators that during the construction of \( \text{Defs} \), for any given atom \( Q(X) \) to be folded, introduce a new definition of the form \( \text{newp}(X) : - c(X), Q(X) \), which is more general than any other definition in \( \text{Defs} \) with the atom \( Q(X) \) in its body. Thus, when using these generalization operators, the definitions in \( \text{Defs} \) whose body contains the atom \( Q(X) \) are linearly ordered with respect to the ‘more general’ relation.

- **Monovariant Generalization with Widening.** This operator is denoted \( \text{Gen} \). Let \( E \) be a clause of the form \( H(X) : - e(X, X1), Q(X1) \) and \( \text{Defs} \) be a set of predicate definitions. Then,
  
  (\( \mu 1 \)) if in \( \text{Defs} \) there is no clause whose body atom is a (variant of) \( Q(X1) \), then \( \text{Gen}(E, \text{Defs}) \) is defined as the clause \( \text{newp}(X1) : - e_p(X1), Q(X1) \), and

  (\( \mu 2 \)) if in \( \text{Defs} \) there is a definition \( D \) of the form \( \text{newq}(X1) : - d(X1), Q(X1) \) and \( D \) is the most general such definition in \( \text{Defs} \), then \( \text{Gen}(E, \text{Defs}) \) is the clause \( \text{newp}(X1) : - w(X1), Q(X1) \), where \( w(X1) \) is the widening of \( d(X1) \) with respect to \( e_p(X1) \).

Note that at any given time the last definition of the form: \( \text{newp}(X1) : - c(X1), Q(X1) \) that has been introduced in \( \text{Defs} \) is the most general one with the atom \( Q(X1) \) in its body.

- **Monovariant Generalization with Widening and Convex Hull.** This operator, denoted \( \text{Gen}_{\mu} \), alternates the computation of convex hull and widening. Indeed, in Case (\( \mu 2 \)) above, if \( D \) has been derived by projection or widening, then \( \text{Gen}(E, \text{Defs}) \) is \( \text{newp}(X1) : - \text{ch}(X1), Q(X1) \), where \( \text{ch}(X1) \) is the convex hull of \( d(X1) \) and \( e_p(X1) \). In all other cases the function \( \text{Gen}(E, \text{Defs}) \) is defined like the function \( \text{Gen}(E, \text{Defs}) \).

Other generalization operators can be defined by computing any fixed number of consecutive convex hulls before applying widening.

Now we present two polyvariant generalization operators, which may introduce several distinct, specialized definitions (with different constraints) for each atom. Polyvariant operators allow, in principle, more precision with respect to monovariant operators, but in some cases they could also cause the introduction of too many new predicates, and hence an increase of both the size of the specialized program and the time needed for verification. We will consider this issue in Section 7 when we discuss the outcome of our experiments.

We consider \( \text{Defs} \) to be a tree of definitions (rather than simply a set of definitions), where definition \( D \) is a child of definition \( C \) if \( D \) is introduced to fold a clause derived by unfolding \( C \). We define the ancestor relation as the reflexive, transitive closure of the child relation.

When we use a polyvariant generalization operator, for any given atom \( Q(X) \), the definitions in \( \text{Defs} \) whose body contains \( Q(X) \) are not necessarily linearly ordered with respect to the ‘more general’ relation. However, the definitions in the same path of the definition tree \( \text{Defs} \) are linearly ordered, and the last definition introduced is more general than all its ancestors.

- **Polyvariant Generalization with Widening.** This operator is denoted \( \text{Gen}_\Pi \). Let \( E \) be a clause of the form \( H(X) : - e(X, X1), Q(X1) \) and \( \text{Defs} \) be a tree of predicate definitions. Suppose that \( E \) has been derived by unfolding a definition \( C \). Then,

  (\( \pi 1 \)) if in \( \text{Defs} \) there is no ancestor of \( C \) whose body atom is of the form \( Q(X1) \), then \( \text{Gen}(E, \text{Defs}) \) is the clause \( \text{newp}(X1) : - e_p(X1), Q(X1) \), and

  (\( \pi 2 \)) if \( C \) has a most recent ancestor \( D \) in \( \text{Defs} \) of the form \( \text{newq}(X1) : - d(X1), Q(X1) \) and \( D \) is the most general such definition in \( \text{Defs} \), then \( \text{Gen}(E, \text{Defs}) \) is the clause \( \text{newp}(X1) : - w(X1), Q(X1) \), where \( w(X1) \) is the widening of \( d(X1) \) with respect to \( e_p(X1) \).

- **Polyvariant Generalization with Widening and Convex Hull.** This operator, denoted \( \text{Gen}_{\Pi} \), is defined as \( \text{Gen}_\Pi \), except that it alternates the computation of convex hull and widening. Formally, Case (\( \pi 2 \)) above is modified as follows:

  (\( \pi 2_{\Pi} \)) if \( C \) has a most recent ancestor \( D \) in \( \text{Defs} \) of the form \( \text{newq}(X1) : - d(X1), Q(X1) \) that has been derived by projection or widening, then \( \text{Gen}(E, \text{Defs}) \) is the clause \( \text{newp}(X1) : - \text{ch}(X1), Q(X1) \), where \( \text{ch}(X1) \) is the convex hull of \( d(X1) \) and \( e_p(X1) \), else \( \text{Gen}(E, \text{Defs}) \) is the clause \( \text{newp}(X1) : - w(X1), Q(X1) \), where \( w(X1) \) is the widening of \( d(X1) \) with respect to \( e_p(X1) \).
Now we show that all four operators introduced above are indeed generalization operators in the sense of Definition 2 and hence they guarantee the correctness and termination of Specialize$_{prop}$. The proof of this fact is similar to the ones for similar operators presented in [19], where, however, the CLP program given as input to the specialization procedure encodes the satisfaction relation for the Computational Tree Logic.

Proposition 1. The operators $Gen_M$, $Gen_{MH}$, $Gen_p$, and $Gen_{PH}$ are generalization operators.

Proof. By Definition 2 we have to show that, for each operator $Gen$ in $\{Gen_M, Gen_{MH}, Gen_p, and Gen_{PH}\}$, the following two properties hold.

Property (P1): for every clause $E$ of the form: $H(X) :- e(X,X1), Q(X1)$, for every clause $\newp(X1) :- g(X1)$, $Q(X1)$ obtained by applying the operator Gen to $E$ and some set $\text{Defs}$ of definitions, we have that $e(X,X1) \subseteq g(X1)$, and

Property (P2): for every infinite sequence $E_1, E_2, \ldots$ of clauses, for every infinite sequence $G_1, G_2, \ldots$ of clauses constructed as follows: (1) $G_1 = Gen(E_1, \emptyset)$, and (2) for every $i > 0$, $G_{i+1} = Gen(E_{i+1}, [G_1, \ldots, G_i])$, there exists an index $k$ such that, for every $i > k$, $G_i$ is equal, modulo the head predicate name, to a clause in $\{G_1, \ldots, G_k\}$.

($Gen_M$ is a generalization operator)

Let us prove that Property (P1) holds for $Gen_M$. If $g(X1)$ is $\newp_p(X1)$ (see case ($\mu_1$) above), then $e(X,X1) \subseteq e_p(X1)$ because $e_p(X1)$ is the projection of $e(X,X1)$ onto $X1$. If $g(X1)$ is $\widen(X1)$ (see case ($\mu_2$) above), then $e(X,X1) \subseteq \widen(X1)$ because $\widen(X1)$ is the widening of $d(X1)$ with respect to $e_p(X1)$, and hence $e_p(X1) \subseteq \widen(X1)$. Thus, $e(X,X1) \subseteq g(X1)$.

Let us prove that Property (P2) holds for $Gen_M$. This property is a straightforward consequence of the following two facts:

(i) each new definition introduced by $Gen_M$ is a clause of the form $\newp(X1) :- g(X1)$, $Q(X1)$, where $Q(X1)$ is a function-free atom whose predicate symbol occurs in the input program $I$ (recall that program $I$ is obtained by Specialize$_{Remove}$, and this procedure removes, by folding, all function symbols occurring in the atoms of its input program); hence case ($\mu_1$) can occur a finite number of times only, and

(ii) if $g(X1)$ is the widening of $d(X1)$ with respect to $e_p(X1)$ and $g(X1)$ is different from $d(X1)$, then the set of atomic constraints of $g(X1)$ is a proper subset of the atomic constraints of $d(X1)$, and hence case ($\mu_2$) will eventually generate new predicate definitions whose body is equal to the body of previously generated definitions.

($Gen_{MH}$ is a generalization operator)

The proof is similar to that for $Gen_M$.

In order to show that Property (P2) holds for $Gen_{MH}$, it is enough to note that Property (P2) is preserved if one interleaves the projection and widening operators with an application of the convex hull operator, and hence the proof already done for $Gen_M$ readily extends to $Gen_{MH}$.

($Gen_p$ and $Gen_{PH}$ are generalization operators)

The proof is a straightforward extension of the proof for $Gen_M$ and $Gen_{MH}$, respectively. In particular, in order to show that Property (P2) holds for $Gen_p$ and $Gen_{PH}$, it suffices to use the following fact. Suppose that $G_1, G_2, \ldots$ is an infinite sequence of predicate definitions. Let $T$ be an infinite tree of definitions such that:

(i) if $G$ occurs in $G_1, G_2, \ldots$, then $G$ occurs in $T$,

(ii) if $A$ is an ancestor of $B$ in $T$, then $A$ precedes $B$ in $G_1, G_2, \ldots$ (that is, $G_1, G_2, \ldots$ is a linear order consistent with the ancestor relation in $T$),

(iii) $T$ is finitely branching, and

(iv) every branch in $T$ stabilizes.

Then $G_1, G_2, \ldots$ stabilizes. □

Different strategies can be adopted for applying the folding rule during the Folding phase. These folding strategies depend on the generalization operator that is used for introducing new definitions. In the case where we use a monovariant operator (either $Gen_M$ or $Gen_{MH}$), we fold every clause of the form $H(X) :- e(X,X1), Q(X1)$ using the
most general definition of the form \( \text{new}q(X1) : - g(X1), Q(X1) \) occurring in the set \( \text{Defs} \) obtained at the end of the execution of the while-loop \( (\alpha) \). We call this strategy the most general folding strategy. In the case where we use a polyvariant operator (that is, \( \text{Gen}_P \) or \( \text{Gen}_{P_H} \)), we fold every clause \( E \) using the definition computed by applying the generalization operator to \( E \). We call this strategy the immediate folding strategy.

Now let us continue the presentation of our running example which refers to the unsafety triple \( \{ x = 0 \land y = 0 \} \)

Increment \( \{ x \lhd y \} \).

We perform our second program specialization starting from the CLP program \( P2 \), consisting of clauses 11.f, 23.f, and 20 we have derived by removing the interpreter. This second specialization propagates the constraint ‘\( X=0, Y=0 \)’ characterizing the initial configuration which occurs in clause 11.f.

We apply the \( \text{Specialize}_{p_{op}} \) strategy with the \( \text{Gen}_P \) generalization operator. We start off by executing the while-loop \( (\alpha) \) that repeats the Unfolding, Clause Removal, and Definition Introduction steps.

**First execution of the body of the while-loop \( (\alpha) \).**

Unfolding. We unfold clause 11.f with respect to the atom \( \text{new}1(X,Y,N) \) and we get:

\[
24. \text{unsafe} :- X1=1, Y1=1, N>0, \text{new}1(X1,Y1,N).
\]

(Note that \( \text{new}1(X,Y,N) \) is also unifiable with the head of clause 20, but the constraint ‘\( X=0, Y=0, X \geq N, X > Y \)’ is unsatisfiable.) No Clause Removal can be applied.

Definition Introduction. Clause 24 cannot be folded, and hence we define the following new predicate:

\[
25. \text{new}2(X,Y,N) :- X=1, Y=1, N>0, \text{new}1(X,Y,N).
\]

Thus, the set \( \text{Defs} \) of new predicate definitions consists of clause 25 only.

**Second execution of the body of the while-loop \( (\alpha) \).**

Unfolding. Now we unfold the last definition which has been introduced (clause 25) and we get:

\[
26. \text{new}2(X,Y,N) :- X=1, Y=1, X1=2, Y1=3, N>1, \text{new}1(X1,Y1,N).
\]

Definition Introduction. Clause 26 cannot be folded by using any definition in \( \text{Defs} \). Thus, we apply a generalization operator \( \text{Gen}_P \) based on widening. This operator matches the constraint appearing in the body of clause 26 against the constraint appearing in the body of clause 25, which is the only clause in \( \text{Defs} \). First, the constraint in clause 25 is rewritten as a conjunction \( c \) of inequalities: \( X \geq 1, X \leq 1, Y \geq 1, Y \leq 1, N>0 \). Then the variables of clause 26 are renamed so that the atom in its body is identical to the atom in the body of clause 25, as follows:

\[
27. \text{new}2(Xr,Yr,Nr) :- Xr=1, Yr=1, X=2, Y=3, N>1, \text{new}1(X1,Y1,N).
\]

Then the generalization operator \( \text{Gen}_P \) computes the projection of the constraint appearing in clause 27 onto the variables of the atom \( \text{new}1(X,Y,N) \), which is the constraint \( d \): \( X=2, Y=3, N>1 \). The widening of \( c \) with respect to \( d \) is the constraint ‘\( X \geq 1, Y \geq 1, N>0 \)’ obtained by taking the atomic constraints of \( c \) that are entailed by \( d \). Thus, \( \text{Gen}_P \) introduces the following new predicate definition:

\[
28. \text{new}3(X,Y,N) :- X \geq 1, Y \geq 1, N>0, \text{new}1(X,Y,N).
\]

which is added to \( \text{Defs} \).

**Third execution of the body of the while-loop \( (\alpha) \).**

Unfolding. We unfold clause 28 and we get:

\[
29. \text{new}3(X,Y,N) :- X \geq 1, Y \geq 1, X<N, X1=X+1, Y1=X1+Y, \text{new}1(X1,Y1,N).
\]

\[
30. \text{new}3(X,Y,N) :- X \geq N, X>Y, Y \geq 1, N>0.
\]

Clause 29 can be folded using clause 29 in \( \text{Defs} \). Thus, the while-loop \( (\alpha) \) terminates without introducing any new definition.

Folding. Now we fold clause 24 using definition 25 and clauses 26 and 29 using definition 28. We get the following final program \( P3 \):

\[
24.f \text{ unsafe} :- N>0, X1=1, Y1=1, \text{new}2(X1,Y1,N).
\]

\[
26.f \text{ new}2(X,Y,N) :- X=1, Y=1, N>1, X1=2, Y1=3, \text{new}3(X1,Y1,N).
\]

\[
29.f \text{ new}3(X,Y,N) :- X \geq 1, Y \geq 1, X<N, X1=X+1, Y1=X1+Y, \text{new}3(X1,Y1,N).
\]

\[
30. \text{new}3(X,Y,N) :- X \geq N, X>Y, Y \geq 1, N>0.
\]
The application of \textit{Specialize}_{prop} has propagated the constraints defining the initial configuration. For instance, the constrained fact of \textit{P}3 (clause 30) has the extra constraint ‘\(Y \geq 1, X > 0\)’, with respect to the constrained fact in \textit{P}2 which has only the constraint ‘\(X \geq 0\), \(X \cdot Y\)’ (see clause 20). However, in program \textit{P}3 the presence of a constrained fact does not allow us to conclude that \textit{P}3 has an empty least model, and hence at this point we are not able show the safety of our program \textit{Increment}.

6.4. Lightweight Safety Analysis

The procedure \textit{SafetyTest} (see Figure 3) analyzes the CLP program \(I'\) derived by specializing \(I_{sp}\) (in our running example program \(I'\) is program \textit{P}3, and program \(I_{sp}\) is program \textit{P}2), and tries to determine whether or not \texttt{unsafe} belongs to \(M(I')\). (In our running example program \(I'\) is program \textit{P}3.)

The analysis performed by \textit{SafetyTest} is lightweight in the sense that, unlike the \textit{Iterated Specialization} strategy, it always terminates, possibly returning the answer ‘unknown’.

Note that the output \(I'\) of \textit{Specialize}_{prop} is a linear program. The \textit{SafetyTest} procedure transforms \(I'\) into a new, linear CLP program \(T\) by using two auxiliary functions: (1) the \textit{UnfoldCfacts} function, which takes a linear CLP program \(T_1\) and replaces as long as possible a clause \(C\) in \(T_1\) by \text{Unf}(\text{C}, \text{h})\), whenever \(\text{h}\) is defined by a set of constrained facts, and (2) the \textit{Remove} function, which takes a linear CLP program \(T_2\) and removes every clause \(C\) that satisfies one of the following two conditions: \(\text{either}\) (i) the head predicate of \(C\) is useless in \(T_2\), \(\text{or}\) (ii) \(C\) is subsumed by a clause in \(T_2\) distinct from \(C\).

The \textit{SafetyTest} procedure iterates the application of the function \textit{UnfoldCfacts} followed by \textit{Remove} until a fixpoint, say \(T\), is reached.

Now we prove that \textit{SafetyTest} constructs program \(T\) in a finite number of steps. Moreover, \(T\) is equivalent to \(I'\) with respect to the least model semantics, and hence \texttt{unsafe} \(\notin M(I')\) iff \texttt{unsafe} \(\notin M(T)\).

**Theorem 3 (Termination and Correctness of \textit{SafetyTest}).** Let \(I'\) be a linear CLP program defining predicate \texttt{unsafe}. Then,

(i) \textit{SafetyTest} terminates for the input program \(I'\) reporting the output ‘safe’ or ‘unsafe’ or ‘unknown’, and

(ii) If \textit{SafetyTest}(\(I'\)) = ‘safe’, then \texttt{unsafe} \(\notin M(I')\).

(iii) If \textit{SafetyTest}(\(I'\)) = ‘unsafe’, then \texttt{unsafe} \(\in M(I')\).

**Proof.** (i) \textit{SafetyTest} constructs a fixpoint of the function \textit{AT.Remove(UnfoldCfacts(T))} in a finite number of steps, as we now show. For a CLP program \(P\), let \(pn(P)\) denote the number of distinct predicate symbols that occur in the body of a clause in \(P\), and let \(cn(P)\) denote the number of clauses in \(P\). Then, the following facts hold:

(1) either \(P = \text{UnfoldCfacts}(P)\) or \(pn(P) > pn(\text{UnfoldCfacts}(P))\),

(2) \(pn(P) \geq pn(\text{Remove}(P))\),

(3) either \(P = \text{Remove}(P)\) or \(cn(P) > cn(\text{Remove}(P))\).

Thus, \((pn(P), cn(P)) \geq_{lex} (pn(\text{Remove}(\text{UnfoldCfacts}(P))), cn(\text{Remove}(\text{UnfoldCfacts}(P))))\), where \(\geq_{lex}\) is the lexicographic ordering on pairs of integers. Since \(\geq_{lex}\) is well-founded, \textit{SafetyTest} eventually gets a program \(T\) such that \((pn(T), cn(T)) = (pn(\text{Remove}(\text{UnfoldCfacts}(T))), cn(\text{Remove}(\text{UnfoldCfacts}(T))))\), and hence, by (1) and (3), \(T = \text{Remove}(\text{UnfoldCfacts}(T))\).

(ii) No application of the folding rule is performed by \textit{SafetyTest}, and hence the condition for the correctness of the transformation rules mentioned in the proof of Theorem 2 is trivially satisfied. Thus, \texttt{unsafe} \(\notin M(I')\) iff \texttt{unsafe} \(\notin M(T)\). If \textit{SafetyTest}(\(I'\)) = ‘safe’, then no clause in \(T\) has predicate \texttt{unsafe}, and then \texttt{unsafe} \(\notin M(T)\). Hence, \texttt{unsafe} \(\notin M(I')\).

(iii) If \textit{SafetyTest}(\(I'\)) = ‘unsafe’, then a fact in \(T\) has predicate \texttt{unsafe}, and \texttt{unsafe} \(\in M(T)\). Since at Point (ii) we have shown that \texttt{unsafe} \(\notin M(I')\) iff \texttt{unsafe} \(\in M(T)\), we conclude that \texttt{unsafe} \(\notin M(I')\).

In our running example, program \textit{P}3 is the CLP program obtained by applying the procedure \textit{Specialize}_{prop}. Now program \textit{P}3 consists of clauses 24.f, 26.f, 29.f, and 30 and \textit{SafetyTest}(\textit{P}3) returns ‘unknown’. Indeed, (i) in program \textit{P}3 no predicate is defined by constrained facts only, and hence \textit{UnfoldCfacts} has no effect, (ii) in \textit{P}3 no predicate is useless and no clause is subsumed by any other, and hence also \textit{Remove} leaves \textit{P}3 unchanged, and (iii) in \textit{P}3 there is a clause for \texttt{unsafe} which is not a fact.
Input: A linear CLP program \( I' \) defining the predicate unsafe.
Output: Either ‘safe’ (implying \( \text{unsafe} \notin M(I') \)), or ‘unsafe’ (implying \( \text{unsafe} \in M(I') \)), or ‘unknown’.

\[
T := I';
\]
while \( T \neq \text{Remove(UnfoldCfacts}(T)) \) do
\[
T := \text{Remove(UnfoldCfacts}(T));
\]
end-while;
if unsafe has a fact in \( T \) then ‘unsafe’
else if no clause in \( T \) has predicate unsafe then ‘safe’
else ‘unknown’

Figure 3: The SafetyTest Procedure.

6.5. The Reverse Transformation

The Reverse procedure implements a transformation that reverses the flow of computation: the top-down evaluation (that is, the evaluation from the head to the body of a clause) of the transformed program corresponds to the bottom-up evaluation (that is, the evaluation from the body to the head) of the given program. In particular, if the Reverse procedure is applied to a program that checks the reachability of the error configurations from the initial configurations by exploring the transitions in a forward way starting from the initial configurations, then the transformed program checks reachability by exploring the transitions in a backward way starting from error configurations. Symmetrically, from a program that checks reachability by a backward exploration of the transitions, Reverse derives a program that checks reachability by a forward exploration of the transitions.

Let us consider a linear CLP program \( Q \) of the form:

\[
\begin{align*}
\text{unsafe} & :- a_1(X), p_1(X). \\
\vdots \quad \vdots \quad \vdots & \\
\text{q}_i(X) & :- t_i(X,X_1), r_i(X_1). \\
\vdots \quad \vdots \quad \vdots & \\
\text{s}_i(X) & :- b_i(X). \\
\vdots \quad \vdots \quad \vdots & \\
\quad & \\
\quad & \\
\end{align*}
\]

where: (i) \( a_1(X), \ldots, a_k(X), t_1(X,X_1), \ldots, t_m(X,X_1), b_1(X), \ldots, b_n(X) \) are constraints, and (ii) the \( p_i's, q_i's, r_i's, \) and \( s_i's \) are possibly non-distinct predicate symbols.

The Reverse procedure transforms program \( Q \) in two steps as follows.

**Step 1.** Program \( Q \) is transformed into a program \( S \) of the following form (round parentheses make a single argument out of a tuple of arguments):

1. unsafe := a(U), r1(U).
2. r1(U) := trans(U,V), r1(V).
3. r1(U) := b(U).
   a((p_1,X)) := a_1(X).
   a((p_2,X)) := a_2(X).
   trans((q_1,X),(r_1,X_1)) := t_1(X,X_1).
   \ldots
   trans((q_m,X),(r_m,X_1)) := t_m(X,X_1).
   b((s_1,X)) := b_1(X).
   \ldots
   b((s_n,X)) := b_n(X).

**Step 2.** Program \( S \) is transformed into a program \( Q_{rev} \) by replacing the first three clauses s1–s3 of \( S \) with the following ones:

1. unsafe := b(U), r2(U).
The correctness of the transformation of \( Q \) into \( Q_{rev} \) is shown by the following result.

**Theorem 4.** Let \( Q_{rev} \) be the program derived from program \( Q \) by the Reverse procedure. Then \( unsafe \in M(Q) \) iff \( unsafe \in M(Q_{rev}) \).

**Proof.** (Step 1.) By unfolding clauses s1, s2, and s3 of program \( S \) with respect to \( a(U) \), \( trans(U,V) \), and \( b(U) \), respectively, we get the following CLP program \( Q' \):

\[
\begin{align*}
\text{unsafe} &: - a_1(X), r1((p_1,X)). \\
& \ldots \\
\text{unsafe} &: - a_k(X), r1((p_k,X)). \\
\text{r1}((q_1,X)) &: - t_1(X,X_1), r1((r_1,X_1)). \\
& \ldots \\
\text{r1}((q_m,X)) &: - t_m(X,X_1), r1((r_m,X_1)). \\
\text{r1}((s_1,X)) &: - b_1(X). \\
& \ldots \\
\text{r1}((s_n,X)) &: - b_n(X).
\end{align*}
\]

By the correctness of the unfolding rule (see the theorem stating the correctness of the transformation rules in the proof of Theorem 2), we get that \( unsafe \in M(S) \) iff \( unsafe \in M(Q') \).

Then, by rewriting all atoms in \( Q' \) of the form \( r1((\text{pred},Z)) \) into \( \text{pred}(Z) \), we get back \( Q \). (The occurrences of predicate symbols in the arguments of \( a \), \( trans \), and \( b \) should be considered as individual constants.) The correctness of this rewriting is straightforward, as it is based on the syntactic isomorphism between \( Q \) and \( Q' \). A formal proof of correctness can be made by observing that the above rewriting can also realized by introducing predicate definitions of the form \( \text{pred}(Z) :- r1((\text{pred},Z)) \), and applying the unfolding and folding rules. Thus, \( unsafe \in M(Q') \) iff \( unsafe \in M(Q) \).

(Step 2.) The transformation of \( S \) into \( Q_{rev} \) (and the opposite transformation) can be viewed as a special case of the grammar-related transformation studied in [6]. We refer to that paper for a proof of correctness. Thus, we have that \( unsafe \in M(S) \) iff \( unsafe \in M(Q_{rev}) \), and we get the thesis. \( \Box \)

The predicates \( a \), \( trans \), and \( b \) are assumed to be unfoldable in the subsequent application of the Specialize\textsubscript{Prop} procedure.

Now let us continue our running example. The program \( P3 \) derived by the Specialize\textsubscript{Prop} procedure at the end of Section 6.3 can be transformed into a program \( S \) of the form s1–s3, where the predicates \( a \), \( trans \), and \( b \) are defined as follows:

\[
\begin{align*}
s4. & \ a((\text{new2},X_1,Y_1,N)) :- N>0, X_1=1, Y_1=1. \\
s5. & \ trans((\text{new2},X,Y,N),(\text{new3},X_1,Y_1,N)) :- X=1, Y=1, N>1, X_1=2, Y_1=3. \\
s6. & \ trans((\text{new3},X,Y,N),(\text{new3},X_1,Y_1,N)) :- X\geq1, Y\geq1, X<N, X_1=X+1, Y_1=X+Y. \\
s7. & \ b((\text{new3},X,Y,N)) :- Y\geq1, X>0, X\leq N, X\times Y.
\end{align*}
\]

Then, the reversed program \( P3_{rev} \) is as follows.

\[
\begin{align*}
r1. & \ unsafe :- b(U), r2(U). \\
r2. & \ r2(V) :- trans(U,V), r2(U). \\
r3. & \ r2(U) :- a(U).
\end{align*}
\]

Program \( P3_{rev} \) together with clauses s4–s7 above.

The idea behind program reversal is best understood by considering the reachability relation in the (possibly infinite) transition graph whose transitions are defined by the (instances of) clauses s5 and s6. Program \( S \) checks the reachability of a configuration \( c2 \) satisfying \( b(U) \) from a configuration \( c1 \) satisfying \( a(U) \), by moving forward from \( c1 \) to \( c2 \). Program \( P3_{rev} \) checks the reachability of \( c2 \) from \( c1 \), by moving backward from \( c2 \) to \( c1 \). Thus, in the case where \( a(U) \) and \( b(U) \) are predicates that characterize the initial and final configurations, respectively, by
the reversal transformation we derive a program that checks the reachability of an error configuration starting from an initial configuration by moving backward from the error configuration. In particular, in the body of the clause for unsafe in P3rev, the constraint b(U) contains, among others, the constraint X>Y characterizing the error configuration (see clause s7) and, by specializing P3rev, we will propagate the constraint of the error configuration.

Now let us specialize the CLP program P3rev consisting of clauses r1–r3 and s4–s7 by applying again Specializeprop. We start off from the first while-loop (α) of that procedure. Theorem 5. (Soundness of the Software Model Checking method) Let I be the CLP encoding of the unsafety triple ounsafetrip Pounsafe. If the Iterated Specialization strategy terminates for the input program I and returns ‘safe’, then P is safe with respect to φinit and φerror. If the strategy terminates and returns ‘unsafe’, then P is unsafe with respect to φinit and φerror.

Proof. The Iterated Specialization strategy terminates for the input program I and returns ‘safe’ (respectively, ‘unsafe’) if and only if there exists n such that:

-\text{Specialize}_{\text{Remove}}(I, I_{sp}); \text{Specialize}_{\text{prop}}(I_{sp}, I^1);
-\text{Reverse}(I^1, I_{sp}^1); \text{Specialize}_{\text{prop}}(I_{sp}^1, I^2);
-\ldots
-\text{Reverse}(I^{n-1}, I_{sp}^{n-1}); \text{Specialize}_{\text{prop}}(I_{sp}^{n-1}, I^n);

and \text{SafetyTest}(I^n) = ‘safe’ (respectively, \text{SafetyTest}(I^n) = ‘unsafe’).
Then (by Theorem 3),
unsafe \not\in M(I) (respectively, unsafe \in M(I))
if and only if (by Theorems 2 and 4)
unsafe \not\in M(I') (respectively, unsafe \in M(I'))
if and only if (by Theorem 1)
P is safe (respectively, unsafe) with respect to \varphi_{\text{init}} and \varphi_{\text{error}}.

\square

7. Experimental Evaluation

We have performed an experimental evaluation of our software model checking method on several benchmark programs taken from the literature. The results of our experiments show that our approach is competitive with state-of-the-art software model checkers.

The benchmark set used in our experiments consists of 216 safety verification problems of C programs (179 of which are safe, and the remaining 37 are unsafe). Most problems have been taken from the benchmark sets of other tools used in software model checking, like DAGGER [23] (21 problems), TRACER [28] (66 problems) and InvGen [24] (68 problems), and from the TACAS 2013 Software Verification Competition [3] (52 problems). The size of the input programs ranges from a dozen to about five hundred lines of code.

The verification problems came in different source formats (and, in particular, they used different methods for specifying the initial and error conditions), and thus they could not be directly used by other software model checkers. We automatically converted all problems from the original format to a common, intermediate format, and then from the intermediate format to the format accepted by each tool we have considered in our experiments. We have put great care and effort in the coding of the conversion programs to ensure maximum compatibility. Nonetheless, some software model checkers failed to run on some seemingly harmless verification problems. The source code of all the verification problems we have considered and detailed reports about the verification results are available at http://map.uniroma2.it/smcpem/scp/.

We have realized the VeriMAP software model checker [1] that implements our verification method. VeriMAP is based on MAP, a system for the transformation of constraint logic programs, that is written in SICStus Prolog and operates on constraints over the rationals by using the clpqr library.

Our software model checker consists of three modules.
(i) A front-end module, C2CLP, based on the C Intermediate Language (CIL) and its associated tools [36], which translates a C program together with the initial and error configurations, into a set of CLP facts. These facts, together with the clauses for the predicates tr, unsafe, and reach (and the predicates they depend upon), are used during the first program specialization which removes the interpreter.
(ii) A module for CLP program transformation, that indeed removes the interpreter and applies the Iterated Specialization strategy.
(iii) A module that implements the SafetyTest procedure.

Our software model checker VeriMAP has been configured to execute the following program transformation:

\[
\text{Specialize}_{\text{Remove}}; \text{Specialize}_{\text{Prop}}; \text{SafetyTest}; (\text{Reverse}; \text{Specialize}_{\text{Prop}}; \text{SafetyTest})^* \\
\]

It executes: (i) a first program specialization consisting of a single application of the SpecializeRemove procedure that performs the removal of the interpreter, and (ii) a sequence of applications of the SpecializeProp procedure (from now on called iterations) that performs the propagation of the constraints of the initial and the error configurations. After the removal of the interpreter, the first application of SpecializeProp propagates the constraints of the initial configuration. This corresponds to a forward propagation along the graph of configurations associated with the reachability relation tr (see Section 4), while the propagation of the constraints of the error configuration corresponds to a backward propagation along the graph of configurations. The SpecializeProp procedure has been executed by using the four generalization operators presented in Section 6: (i) GenM, that is a monovariant generalization with widening only, (ii) GenMH, that is a monovariant generalization with widening and convex hull, (iii) GenP, that is a polyvariant generalization with widening only, and (iv) GenPH, that is polyvariant generalization with widening and convex hull.

We have also tested the following three state-of-the-art CLP-based software model checkers for C programs: (i) ARMC [39], (ii) HSF(C) [21], and (iii) TRACER [23]. ARMC and HSF(C) are based on the Counter-Example
Guided Abstraction Refinement technique (CEGAR) [7, 30, 42], while TRACER uses a technique based on approximated preconditions and approximated postconditions. We have compared the performance of those software model checkers with the performance of VeriMAP on our benchmark programs.

All experiments have been performed on an Intel Core Duo E7300 2.66Ghz processor with 4GB of memory under the GNU Linux operating system Ubuntu 12.10 (64 bit) (kernel version 3.2.0-27). A timeout limit of five minutes has been set for all model checkers.

In Table 1 we summarize the verification results obtained by the four software verification tools we have considered. In the column labelled by VeriMAP (GenPH) we have reported the results obtained by using the VeriMAP system that implements our Iterated Specialization method with the generalization operator GenPH. In the remaining columns we have reported the results obtained, respectively, by ARMC, HSF(C), and TRACER using the strongest postcondition (SPost) and the weakest precondition (WPre) options.

<table>
<thead>
<tr>
<th></th>
<th>VeriMAP (GenPH)</th>
<th>ARMC</th>
<th>HSF(C)</th>
<th>TRACER (SPost)</th>
<th>TRACER (WPre)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Line 1 correct answers</td>
<td>185</td>
<td>138</td>
<td>160</td>
<td>91</td>
<td>103</td>
</tr>
<tr>
<td>Line 2 safe problems</td>
<td>154</td>
<td>112</td>
<td>138</td>
<td>74</td>
<td>85</td>
</tr>
<tr>
<td>Line 3 unsafe problems</td>
<td>31</td>
<td>26</td>
<td>22</td>
<td>17</td>
<td>18</td>
</tr>
<tr>
<td>Line 4 incorrect answers</td>
<td>0</td>
<td>9</td>
<td>4</td>
<td>13</td>
<td>14</td>
</tr>
<tr>
<td>Line 5 false alarms</td>
<td>0</td>
<td>8</td>
<td>3</td>
<td>13</td>
<td>14</td>
</tr>
<tr>
<td>Line 6 missed bugs</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Line 7 errors</td>
<td>0</td>
<td>18</td>
<td>0</td>
<td>20</td>
<td>22</td>
</tr>
<tr>
<td>Line 8 timed-out problems</td>
<td>31</td>
<td>51</td>
<td>52</td>
<td>92</td>
<td>77</td>
</tr>
<tr>
<td>Line 9 total score</td>
<td>339 (0)</td>
<td>210 (-40)</td>
<td>278 (-20)</td>
<td>113 (-52)</td>
<td>132 (-56)</td>
</tr>
<tr>
<td>Line 10 total time</td>
<td>10717.34</td>
<td>15788.21</td>
<td>15770.33</td>
<td>27757.46</td>
<td>23259.19</td>
</tr>
<tr>
<td>Line 11 average time</td>
<td>57.93</td>
<td>114.41</td>
<td>98.56</td>
<td>305.03</td>
<td>225.82</td>
</tr>
</tbody>
</table>

Table 1: Verification results using VeriMAP, ARMC, HSF(C) and TRACER. For each column the sum of the values of lines 1, 4, 7, and 8 is 216, which is the number of the verification problems we have considered. The timeout limit is five minutes. Times are in seconds.

Line 1 reports the total number of correct answers of which those for safe problems and unsafe problems are indicated in line 2 and 3, respectively. Line 4 reports the number of verification tasks that ended with an incorrect answer. These verification tasks refer to safe programs that have been proved unsafe (false alarms, at line 5), and unsafe programs that have been proved safe (missed bugs, at line 6). Line 7 reports the number of verification tasks that aborted due to some errors (originating from inability of parsing or insufficient memory). Line 8 reports the number of verification tasks that did not provide an answer within the timeout limit of five minutes.

The total score obtained by each tool using the score function of the TACAS 2013 Software Verification Competition [3], is reported at line 9 and will be used in Figure 4. The score function assigns to every program $p$ the integer $score(p)$ determined as follows: (i) 2, if $p$ is safe and has been correctly verified, (ii) 1, if $p$ is unsafe and has been correctly verified, (iii) −4, if a false alarm has been generated, and (iv) −8, if a bug has been missed. The score function is undefined for programs that caused errors or that timed out.

At line 9 we have indicated between round parentheses the negative component of the score due to false alarms and missed bugs. Line 10 reports the total CPU time, in seconds, taken to run the whole set of verification tasks: it includes the time taken to produce (correct or incorrect) answers and the time spent on tasks that timed out (we did not include the negligible time taken for tasks that aborted due to errors). Line 11 reports the average time needed to produce a correct answer, which is obtained by dividing the total time (line 10) by the number of correct answers (line 1).

On the set of verification problems we have considered, the VeriMAP system is able to provide correct answers to 185 problems out of 216. It is followed by HSF(C) (160 correct answers), ARMC (138), TRACER (WPre) (103), and TRACER (SPost) (91). Moreover, VeriMAP has produced no errors and no incorrect answers, while the other tools generate from 4 to 14 incorrect answers. Thus, VeriMAP exhibits the best precision, defined as the ratio between the number of correct answers and the number of verification problems.
The total time taken by VeriMAP is smaller than the time taken by any of the other tools we have considered. This result is somewhat surprising, if we consider the generality of our approach and the fact that our system has not been specifically optimized for software model checking. This good performance of VeriMAP is due to: (i) the small number of tasks that timed out, and (ii) the fact that VeriMAP takes very little time on most programs, while it takes much more time on a few, complex programs (see Figure 4). In particular, VeriMAP is able to produce 169 answers taking at most 5 seconds each, and this is indeed a good performance if we compare it with HSF(C) (155 answers), ARMC (122), TRACER(SPost) (88) and TRACER(WPre) (101).

In order to ease the comparison of the performance of the software model checkers we have considered, we adopt a visualization technique using score-based quantile functions (see Figure 4), similar to that used by the TACAS 2013 Software Verification competition [3]. By using this technique, the performance of each tool is represented by a quantile function, which is a set of pairs \((x, y)\) computed from the following set of pairs:

\[ V = \{ (p, t) \mid \text{the correct answer for the (safe or unsafe) program } p \text{ is produced in } t \text{ seconds} \} \]

Given the set \(V\), for each pair \((p, T) \in V\) we produce a pair \((x, y)\) computed as follows:

1. \(x = XS + \sum_{(p, t) \in V \land t \leq T} \text{score}(p)\), where \(XS\), called the \(x\)-shift, is the sum of all the negative scores due to incorrect answers (\(x\) is called the accumulated score), and
2. \(y = YS + T\), where \(YS\), called the \(y\)-shift, is a number of seconds equal to the number of the timed-out programs.

![Figure 4: Score-based quantile functions for TRACER(SPost), TRACER(WPre), ARMC, HSF(C), and VeriMAP(GenPH). Markers are placed along the lines of the functions, from left to right, every 10 programs that produce correct answers, starting from the program whose verification took the minimum time.](image)

Quantile functions are discrete monotone functions, but for reasons of simplicity, in Figure 4 we depicted them as continuous lines. The line of a quantile function for a generic verification tool should be interpreted as follows:
(i) the $x$ coordinate of the $k$-th leftmost point of the line, is the sum of the score of the fastest $k$ correctly verified programs plus the (non-positive) $x$-shift, and measures the reliability of the tool,

(ii) the $y$ coordinate of the $k$-th leftmost point of the line, is the verification time taken for the $k$-th fastest correctly verified program plus the (non-negative) $y$-shift, and measures the inability of the tool of providing an answer (either a correct or an incorrect one),

(iii) the span of the line along the $x$-axis, called the $x$-width, measures the precision of the tool, and

(iv) the span of the line along the $y$-axis, called the $y$-width, is the difference of verification time between the slowest and the fastest correctly verified programs.

Moreover, along each line of the quantile functions of Figure 4, we have put a marker every ten answers. In particular, for $n \geq 1$, the $n$-th marker, on the left-to-right order, denotes the point $(x, y)$ corresponding to the $(10 \times n)$-th fastest correct answer that has been produced.

Informally, for the line of a quantile function we have that: good results move the line to the right (because of lower total negative score $XS$), stretch it horizontally (because of higher positive accumulated score), move it towards the $x$-axis (because of fewer timed-out problems and a better time performance), and compress it vertically (because of a lower difference between worst-case and best-case time performance). We observe that the line of the quantile function for VeriMAP($Gen_{pM}$) starts with a positive $x$-value (indeed, VeriMAP provides no incorrect answers and $XS = 0$), is the widest one (indeed, VeriMAP has the highest positive accumulated score, due to its highest precision among the tools we have considered), and is the lowest one (indeed, VeriMAP($Gen_{pM}$) has the smallest numbers of timed-out problems). The height of the line for VeriMAP($Gen_{pM}$) increases only towards the right end (at an accumulated score value of 300) after having produced 162 correct answers, and this number is greater than the number of all the correct answers produced by any of the other tools we have considered.

In Table 2 we report the results obtained by running the VeriMAP system with the four generalization operators presented in Section 6.

Each column is labelled by the name of the associated generalization operator. Line 1 reports the total number of correct answers. Lines 2 and 3 report the number of correct answers for safe and unsafe problems, respectively. Line 4 reports the number of tasks that timed out. As already mentioned, the VeriMAP system has produced neither incorrect answers nor errors. Line 5 reports the total time, including the time spent on tasks that timed out, taken to run the whole set of verification tasks. Line 6 reports the average time needed to produce a correct answer, that is, the total time (line 5) divided by the number of correct answers (line 1). Line 7 reports the total correct answer time, that is the total time taken for producing the correct answers, excluding the time spent on tasks that timed out. Lines 7.1–7.4 report the percentages of the total correct answer time taken to run the C2CLP module, the SpecializeRemove procedure, the Specializeprop procedure, and the SafetyTest procedure, respectively. Line 8 reports the average correct answer time, that is, the total correct answer time (line 7) divided by the number of correct answers (line 1). Line 9 reports the maximum number of iterations of the Iterated Specialization strategy that were needed, after the removal of the interpreter, for verifying the safety property of interest on the various programs. Line 10 reports the total number of predicate definitions introduced by the Specializeprop procedure during the sequence of iterations.

The data presented in Table 2 show that polyvariance always gives better precision than monovariance. Indeed, the polyvariant generalization operator with convex hull $Gen_{pM}$ achieves the best precision (it provides the correct answer for 85.65% of 216 programs of our benchmark), followed by the polyvariant generalization operator without convex hull $Gen_P$ (73.61%). (For this reason in Table 1 we have compared the other verification systems against VeriMAP($Gen_{pM}$).) As already mentioned, polyvariant generalization may introduce more than one definition for each program point, which means that the Specialize procedure yields a more precise abstraction of the program to be verified and, consequently, it may increase the effectiveness of the safety test. The increase of precision obtained by using polyvariant operators rather than monovariant ones is particularly evident when proving unsafe programs (the precision is increased of about 100%, from 15 to 29–31).

On the other hand, monovariant operators enjoy the best trade-off between precision and average correct answer time. For example, when considering the average correct answer time, the $Gen_M$ operator, despite the significant loss of precision (about 20%, from 159 to 128) with respect to its polyvariant counterpart $Gen_P$, is about 140% faster (3.25 seconds versus 7.88 seconds), when we consider the average correct answer time.

The good performance of monovariant operators is also justified by the much smaller number of definitions (about one tenth) introduced by the Specializeprop procedure with respect to those introduced in the case of polyvariant
VeriMAP generalization operators

<table>
<thead>
<tr>
<th></th>
<th>GenM</th>
<th>GenMH</th>
<th>GenP</th>
<th>GenPH</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 correct answers</td>
<td>128</td>
<td>147</td>
<td>159</td>
<td>185</td>
</tr>
<tr>
<td>2 safe problems</td>
<td>113</td>
<td>132</td>
<td>130</td>
<td>154</td>
</tr>
<tr>
<td>3 unsafe problems</td>
<td>15</td>
<td>15</td>
<td>29</td>
<td>31</td>
</tr>
<tr>
<td>4 timed-out problems</td>
<td>88</td>
<td>69</td>
<td>57</td>
<td>31</td>
</tr>
<tr>
<td>5 total time</td>
<td>26816.64</td>
<td>21362.93</td>
<td>18353.11</td>
<td>10717.34</td>
</tr>
<tr>
<td>6 average time</td>
<td>209.51</td>
<td>145.33</td>
<td>115.43</td>
<td>57.93</td>
</tr>
<tr>
<td>7 total correct answer time</td>
<td>416.64</td>
<td>662.93</td>
<td>1253.11</td>
<td>1417.34</td>
</tr>
<tr>
<td>7.1 C2CLP</td>
<td>2.27%</td>
<td>1.63%</td>
<td>0.96%</td>
<td>0.98%</td>
</tr>
<tr>
<td>7.2 SpecializeRemove</td>
<td>6.81%</td>
<td>4.74%</td>
<td>4.44%</td>
<td>4.06%</td>
</tr>
<tr>
<td>7.3 SpecializeProp</td>
<td>90.33%</td>
<td>93.16%</td>
<td>42.77%</td>
<td>44.68%</td>
</tr>
<tr>
<td>7.4 SafetyTest</td>
<td>0.59%</td>
<td>0.46%</td>
<td>51.83%</td>
<td>50.27%</td>
</tr>
<tr>
<td>8 average correct answer time</td>
<td>3.25</td>
<td>4.51</td>
<td>7.88</td>
<td>7.66</td>
</tr>
<tr>
<td>9 max number of iterations</td>
<td>4</td>
<td>7</td>
<td>10</td>
<td>7</td>
</tr>
<tr>
<td>10 number of definitions</td>
<td>5623</td>
<td>6248</td>
<td>54977</td>
<td>58226</td>
</tr>
</tbody>
</table>

Table 2: Verification results using the VeriMAP system with different generalization operators. The sum of the values of lines 1 and 4 is 216, which is the number of the verification problems we have considered. The timeout limit is five minutes. Times are in seconds.

operators.

Also the size of the programs produced by monovariant operators is much smaller with respect to those produced by polyvariant operators. (The size of the final programs obtained by specialization is not reported in Table 2 but it is approximately proportional to the number of definitions.) This also explains why the impact on the total correct answer time of the SafetyTest analysis is much lower for monovariant operators (less than 1%) than for polyvariant operators (about 50%).

The weight of the two preliminary phases (translation from C to CLP and removal of the interpreter) on the overall verification process is very limited. The execution times for the C2CLP module are very low (about 50 milliseconds per program) and have a low impact on the total correct answer time (at most 2.27%, as reported on line 7.1). The time taken by SpecializeRemove for removing the interpreter ranges from a few tenths of milliseconds to about four seconds, for the most complex programs, and its impact on the total correct answer time is between 4% and 7% (see line 7.2).

In the set of problems we have considered, the higher average correct answer time of polyvariant operators does not prevent them from being more precise than monovariant operators. Indeed, by using polyvariant operators we get fewer timed-out problems with respect to those obtained by using monovariant operators, and thus for the verifications that use polyvariant operators we also get smaller total and average times (which take into account the number of timed-out problems).

We also observe that generalization operators using convex hull always give greater precision than their counterparts that do not use convex hull. This confirms the effectiveness of the convex hull operator, which may help infer relations among program variables, and may ease the discovery of useful program invariants.

Some of the programs are verified by the VeriMAP system during the first iteration after the removal of the interpreter by propagating the constraints of the initial configuration only. Nonetheless, as indicated in Figure 5, which shows the precision achieved by the VeriMAP generalization operators during the first ten iterations, our approach of iterating program specialization is effective and determines a significant increase of the number of correct answers (up to 115% for GenP, from 74 to 159). Moreover, we have that the verification process is able to prove programs by performing up to 7 or 10 iterations when using the more precise generalization operators GenPH or GenP, respectively.

The highest increase of precision is given by the second iteration and, although most correct answers are provided within the fourth iteration, all generalization operators (except for the monovariant operator GenM) keep increasing their precision from the fifth iteration onwards, providing up to 6 additional correct answers each.

The iteration of specialization is more beneficial when using polyvariant generalization operators where the in-
crease of the number of answers reaches 115%, while the increase for monovariant generalization operators is at most 52%. For example, at the first iteration $Gen_P$ is able to prove less properties than $Gen_{MH}$, but it outperforms the monovariant operator with convex hull by recovering precision when iterating the specialization.

The increase of precision due to the iteration of program specialization is also higher for generalization operators that do not use the convex hull operator ($Gen_M$ and $Gen_P$), compared to their counterparts that use convex hull ($Gen_{MH}$ and $Gen_{PH}$).

We would also like to point out that the use of convex hull is very useful during the first iterations. Indeed, the generalization operators using convex hull can verify 104 programs at the first iteration, while operators not using convex hull can verify 74 programs only. In this case the choice of using a polyvariant vs. monovariant generalization operator has no effect on the number of verified programs at the first iteration.

Finally, we note that the sets of programs with correct answers by using different operators are not always comparable. Indeed, the total number of different programs with correct answers by using any of the generalization operators we have considered is 190, while the programs for which a single operator produced a correct answer is at most 185. Moreover, there are programs that can be verified by operators with lower precision but that cannot be verified by operators with higher precision, within the considered timeout limit. For example, in our experiments the least precise operator $Gen_M$ was able to prove four programs for which the most precise operator $Gen_{PH}$ timed out.

This confirms that different generalization operators can give, in general, different results in terms of precision and performance. If we do not consider time limitations, generalization operators having higher precision should be preferred over less precise ones, because they may offer more opportunities to discover the invariants that are useful for proving the properties of interest. In some cases, however, the use of more precise generalization operators determines the introduction of more definition clauses, each requiring an additional iteration of the while-loop ($\alpha$) of the Specialize Procedure, thereby slowing down the verification process and possibly preventing the termination.
within the considered timeout limit. In practice, the choice of the generalization operator to be used for any given verification problem at hand, can be made according to some heuristics that may be provided on the basis of the above mentioned trade-off between precision and efficiency.

8. Related Work and Conclusions

The software model checking technique proposed in this paper is an extension of the technique for the verification of simple imperative programs presented in [13]. The main improvements and novelties introduced in this work are the following: (i) we have considered a significant fragment of the C Intermediate Language [36], (ii) we have defined a general verification framework in which specialization of constraint logic programs is repeatedly applied with the objective of making a more effective use of the information dispersed through the program to be verified (typically, the constraints in the initial configurations and the error configurations), and (iii) we have performed an extensive experimental evaluation on a large set of examples (over 200) taken from different sources, and we have shown that our approach, despite its generality, is also effective and efficient in practice. The use of iterated specialization avoids the least model construction performed by the technique presented in [13] after program specialization.

The fragment of the programming language we have considered has several limitations. In particular, we have assumed that: (i) all variables have integer type, (ii) neither arrays nor structured data nor pointers are present, and (iii) functions are not recursively defined. However, the approach we have proposed here is very general and we believe that it can be followed also in the case of much richer programming languages. Indeed, an application of our approach to programs with arrays appears in [15].

The use of constraint-based techniques for program verification has recently received a renewed attention [5, 41], and in particular, constraints turn out to be very suitable for expressing both symbolic executions and execution invariants of imperative programs. As an evidence of the expressive power of constraints we want to point out that Constrained Horn Clauses (which basically are Constraint Logic Programs) have been recently proposed in [5] as a common intermediate language for exchanging program properties between software verifiers. In the same line of work, [22] presents a method for the automatic synthesis of software verification tools that use proof rules for reachability and termination written in a formalism similar to Horn clauses.

Our work is related to [5, 41], not only for the common use of constraints and Horn clauses, but also for the generality of the approach. Indeed, the technique we have presented in this paper can be seen as a particular application of a more general verification method based on CLP and program transformation. CLP is used for specifying: (i) the programming language under consideration and its semantics, and (ii) the logic used for expressing the properties of interest and its proof rules, and CLP program transformation is used as a general-purpose engine for analysis. By modifying the rules for the interpreter one can encode, in an agile way, the semantics of different languages, including logic, functional, and concurrent ones. Also the class of the properties to be verified, which in this paper is restricted to reachability properties, can be extended to those specified by more expressive logics, such as the Computational Tree Logic used in [19] for the verification of infinite state reactive systems.

The use of program specialization for the verification of properties of imperative programs is not novel. It has been investigated, for instance, in [38]. In that paper a CLP interpreter for the operational semantics of a simple imperative language is specialized with respect to the input program to be verified. Then, a static analyzer for CLP programs is applied to the residual program for computing invariants (that is, overapproximations of the behavior) of the input imperative program. These invariants are used in the proof of the properties of interest. Unlike [38], our verification method does not perform any static analysis phase separated from the specialization phase and, instead, we discover program invariants during the specialization process by applying suitable generalization operators. These operators are defined in terms of operators and relations on constraints such as widening and convex-hull [8, 11, 19]. As in [38], we also use program specialization to perform the so-called removal of the interpreter, but in addition, in this paper we repeatedly use specialization for propagating the information about the constraints that occur in the initial configurations and in the error configurations.

The specialization of logic programs and constraint logic programs has also been used in techniques for the verification of infinite state reactive systems [18, 19, 33]. By using these techniques one may verify properties of Kripke structures, instead of properties of imperative programs as we did in this paper. In [33] the authors do not make use of constraints, which are a key ingredient of the technique we present here. In [18, 19, 33] program
specialization is combined with the computation of the least model of the specialized program, or the computation of an overapproximation of the least model via abstract interpretation. In this paper we have replaced that model computation phase by the iterated specialization.

A popular technique for program verification is the Counter-Example Guided Abstraction Refinement (CEGAR) [7, 30, 42], which is used by many software model checkers such as BLAST [4], DAGGER [23], and SLAM [2]. In the CEGAR technique, given a program $P$ and a safety property to be verified, one automatically constructs an abstract model of $P$ which is used to check whether or not an abstract error configuration is reachable form an abstract initial configuration. If no abstract error configuration can be reached, then $P$ satisfies the given safety property, otherwise a counterexample, that is, a sequence of configurations leading to an abstract error configuration, is generated and then analyzed. If the counterexample corresponds to a concrete computation of $P$, then the program is proved unsafe, otherwise the abstraction needs to be refined because it was too coarse, and a new cycle of the verification process is performed using that refined abstraction in the hope of a successful proof.

Our approach can be regarded as complementary to the approaches based on CEGAR. Indeed, we begin by making no abstraction at all, and if the specialization process is deemed to diverge, then we perform some generalization steps which play a role similar to that of abstraction. (Note, however, that program specialization preserves program equivalence.) There are various generalization operators that we can apply for that purpose and by varying those operators we can tune the specialization process in the hope of making it more effective for the proofs of the properties of interest. Moreover, since our specialization-based method preserves the semantics of the original specification, we can apply a sequence of specializations, thereby refining the analysis and possibly improving the level of precision.

In the field of static program analysis the idea of performing backward and forward semantic analyses has been proposed in [9]. These analyses have been combined, for instance, in [10], to devise a fixpoint-guided abstraction refinement algorithm which has been proved to be at least as powerful as the CEGAR algorithm where the refinement is performed by applying a backward analysis. An enhanced version of that algorithm, which improves the abstract state space exploration and makes use of disjunctive abstract domains, has been proposed in [40]. In the present paper we have shown that also in our approach the idea of iterating program analysis and traversing the computation graph both in the forward and backward manner can be fruitfully exploited, once the program analysis task has been reduced, as we do, to a program transformation task.

As future work, we would like to develop, within the general framework based on CLP transformation, verification techniques that support other language features, including recursive function calls, concurrency, and more complex data types, such as data structures and pointers. This will also allow us to enrich the set of examples used in the experimental evaluation by considering real-world programs. At the same time, we would like to extend our approach to the proof of more complex properties that, for instance, depend on the content of the data structures. As already mentioned, a step forward in this direction has been done in the case of programs manipulating arrays [15]. The most relevant ingredient needed to handle array programs is a new transformation rule that allows the manipulation of arrays via predicates which represent array operations and satisfy suitable axioms for arrays [34]. We think that by a similar approach one may be able to deal with different, more complex data structures. Another interesting direction to explore in the future is the application of our method to (universal) termination proofs of imperative programs.

Finally, since program specialization produces an equivalent program (with respect to the validity of the property of interest), we can also investigate the use of program specialization as a preprocessing step before using other software model checkers with the aim of improving their precision and efficiency.
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