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Abstract

Clustering and classification of gene expressions are common tasks in microarray analysis. We designed and implemented a software - called Microarray Logic Analyzer (MALA) - able to classify the microarray experiments and to cluster the gene expression profiles. MALA uses a supervised machine learning paradigm and is composed on the following computational steps:

- Discretization;
- Gene clustering;
- Feature selection;
- Formulas computation;
- Classification.

After the introduction of the microarray technology this technical report describes MALA methods, software modules and its deployment with different user interfaces. The software is tested successfully on two real public available gene expression profiles and on a private real microarray Alzheimer data set. MALA is able to identify logic classification rules that distinguish the different classes of the microarray experiments and to cluster similar behaving genes. In conclusion, MALA is a powerful and reliable software for microarray gene expression analysis.
1. Introduction

The modern technology, where sophisticated instruments are coupled with the massive use of computers, has made molecular biology a science where the size of the data to be gathered and analyzed poses serious computational problems. Very large data sets are ubiquitous in computational molecular biology: The European Molecular Biology Laboratory Nucleotide Sequence Database (EMBL,[2]) has almost doubled its size every year in the past ten years, and, currently, the archive comprises over 1.7 billion records covering almost 1.7 trillion base pairs of sequences. Similarly, the Protein Data Bank (PDB, [5]) has seen an exponential growth, with the number of protein structures deposited (each of which is a large data set by itself) currently at over 50,000. An assembly task can require to reconstruct a large genomic sequence starting from hundreds of thousands of short (100 to 1000 bp) DNA fragments [29, 3]. Microarray experiments [32, 12] produce information about the expression of hundreds of thousands of genes in hundreds of individuals at once (data set in the order of Gigabytes), and the list goes on and on.

This abundance of large bodies of biological data calls for effective methods and tools for their analysis. The data, both structured or semi-structured, have in many cases the form of two dimensional arrays, where the rows correspond to individuals and the columns are associated with some features. While in other fields (see for instance medical data) a data set contains a large number of individuals and a small set of features in the field of molecular biology this situation is reversed, and the number of individuals is small while the number of features is very large. This is mainly due to the cost of the experiments (for instance, the DNA sequencing procedure or the phasing of genotypes require a lot of time and very complex computational procedures) and to the complexity of the molecules.

These large data sets must be analyzed and interpreted to extract all relevant information they can provide, thus separating it from extra information of little practical use. Feature Selection and Classification techniques are the main tools to pursue this task. Feature selection techniques are meant at identifying a small subset of important data within a large da-a set. Classification techniques are designed to identify, within the analyzed data, synthetic models that are able to explain some of the relevant characteristics contained therein. The two techniques are indeed strongly related: the selection of few relevant features among the many ones available can be considered - per se - already a simple model of the data, and thus an application of learning; on the other hand, feature selection is always used on large bodies of data to identify those features on which to apply a classification method to identify meaningful models.

2. Microarray analysis

A microarray or DNA array is a semiconductor device, whose aim is to determine the expression level of a large set of genes with a unique parallel experiment [32, 12]. Microarrays are formed by a grid of multiple rows and columns. Each row represents a gene and each column an experimental sample. A cell of the array is associated to a probe DNA sequence, hybridized by Watson-Crick complementarity to the DNA of a target gene, eg. the mRNA sequences. mRNA sequences contains the informations for the amino acids to form a particular protein. The microarray experimental process composed of the following steps:

- the mRNA sequences are amplified
- fluorescently tagged
- poured on the array
- the array is so hybridized
- the array is scanned with a laser that measures the quantity of fluorescent light in each cell

This measures is the expression level of the current gene that is represented in the row of the given experiment. The microarray experiments contains a large amount of data, that can be stored in form of a matrix, where each row is associated to a gene expression level and each column to an experimental
sample. The set of rows is normally very larger than the set of columns. It is on average composed by more than ten thousand of rows (genes) in the size of twenty thousand. The set of columns (experimental samples) is in the size of hundred. Microarray data sets are therefore undersampled. The matrix is therefore very informative and needs to be properly analyzed to obtain the desired biological knowledge.

New advances of microarray technology lead to a large amount of gene expression data available to biological scientists and bioinformaticians. The necessity to effectively analyze the gene expression profiles of the microarray experimental samples resulted in the development of different software tools and methods. In this paper we take into consideration two particular types of microarray data analysis:

1. gene clustering

2. experiments classification

Gene clustering is the detection of gene groups that manifest similar patterns [31]. Several clustering methods can be applied to group similar genes in the microarray experiments, for a survey on clustering methods the reader could refer to [24], [40] and [28], where the author describe another common analysis on microarrays: biclustering, a technique where the genes and the experimental samples are clustered simultaneously.

The aim of experiments classification is to distinguish between two or more classes, to which the different samples belong, e.g. different cell types or tumoral vs non tumoral tissues [25]. Microarrays are often used for tissue classification, especially to detect tumors. The gene expression profiles of healthy and diseased experimental samples are analyzed through the collection of their cells. Here we have a typical two class classification problem. The final goal is to individualize the genes which are related to the disease and are able to distinguish, under certain circumstances, the experimental samples. Other goals are to to classify a new samples and to compactly describe the data with an explicative model.

Currently many classification methods and softwares for microarray experiments are available. More than hundred papers have been published on this topic. For microarray experiment classification Support Vector Machines (SVM), a standard classification technique, are often used. A comparative study of common microarray experiments classification algorithms, as SVM, decision trees, boosting, is performed in [23]. The considered data sets are seven cancer microarrays. In this study boosting methods perform best, all the methods achieve a correct classification rate in the range of 70% on raw data. The authors of [23] prove also that feature selection and discretization techniques (see below for further details) improve the classification rates. Feature selection is the choice of a subset of genes that are good candidates for the classification model computation. In [23] the 50 genes with highest information gain are selected and the data is then classified with an improvement of ca. 20%.

In [4] the tumor tissue classification problems are further investigated and also gene expression profile clustering algorithms are studied. Also in this study feature selection techniques are adopted, in particular a relevance measure is computed for every gene considering its discriminating power. SVM, boosting and Nearest Neighbour classifiers are used for performing the classification task. The authors conclude that feature selection techniques are very important in order to get correct results of 90%. Other microarray classification experiments with SVM are reported in [9, 21, 19].

In [39] a nearest neighbour approach, alazy learning method, with a new distance function is investigated. Another comparison of microarray classification methods is performed in [27], taking into consideration SVMs, nearest neighbour approaches, decision trees and error correcting output codes. No method emerges as particular performing over the others. Also in this study the authors apply feature selection methods. Another comparative analysis is presented in [41], exploiting a new method, a variant of Linear Discriminant Analysis. In [35], evolutionary algorithms are used for the selection of the most relevant genes in microarray data analysis, before the real classification.

In this paper we propose a microarray gene clustering and experiments classification software: MicroArray Logic Analyzer (MALA). This software integrates an alternative clustering method and an effective classification approach to distinguish the different experimental samples.
3. Methods: MALA - MicroArray Logic Analyzer

Microarray Logic Analyzer (MALA) is a clustering and classification software, particularly engineered for microarray gene expression analysis. The aim of MALA are to cluster the microarray gene expression profiles, in order to reduce the amount of data to be analyzed, and to classify the microarray experiments. To fulfill this objective MALA uses a machine learning process based methodology, that relies on the computational steps described below. This methodology has been applied to different biological problems, like species classification with DNA Barcode sequences [8, 38, 36], Polyomaviruses identification [37] and microarray analysis [1]. For further details on the methodology we point the reader to http://dmb.iasi.cnr.it.

The flow of MALA is composed of three main steps:

1. the optional application of discrete cluster analysis (DCA), an efficient gene expression clustering method;
2. the selection of the most relevant (clusters of) genes (feature selection);
3. the identification of the logic formulas that best characterize the microarray samples (formula extraction).

The continuous values representing the gene expressions are discretized into a limited number of intervals for each cell of the array; the obtained discrete variables are then used to select a small subset of the genes that have strong discriminating power for the considered classes; finally the logic classification formulas are extracted.

3.1. Input - output

MALA relies on the common machine learning paradigm of training and testing: the input data is divided in two disjoint sets, one for training the software, which is used to extract the model, and one for testing the accuracy of the computed model. For dividing the data in training and testing percentage split or cross validation sampling methods are supported. The MALA software accepts as input format a comma separated values (csv) file, that is easily generate with a standard spreadsheet editor, like LibreOffice Calc or Microsoft Excel, and that reflects the intrinsic structure of a microarray experiment: every row of the file contains the expression profile of a gene, every column represents an experimental sample. The heading line should list the class labels of the experimental samples. The complete syntax is reported on the MALA website at http://dmb.iasi.cnr.it/faq.php#dmbformat. MALA main outputs are:

- the gene clusters and its frequencies;
- the experiments classification models as logic formulas (rules in the form of "if-then");
- the classification rates;
- the confusion matrices.

An example of logic classification formula is "IF A01232423 ≥ 0.5 then the experimental sample is CONTROL".

3.2. Computational steps

MALA is based on the following computational steps, which have been integrated in the software:

1. Discretization
2. Gene clustering
3. Feature selection
4. Formulas computation
5. Classification
3.3. Discretization

MALA is able to deal only with binary domains, so the gene expressions have to be transformed into discrete values and to be discretized. MALA applies a transformation and converts each gene expression into a new discrete variable that is suitable for treatment into a logic framework. This step amounts in determining a set of cut points over the range of values that each variable may assume and thus define a number of intervals over which the original variable may be considered discrete (cut points). In binarized data, the new features can be viewed as binary, or logic, variables, that indicate whether the measure of one of the original real features belongs to a certain interval. MALA supports two types of discretization, that differ on the rule adopted to select the first set of intervals. The first type uses an unsupervised rules, the second a supervised.

3.3.1. Unsupervised discretization

Unsupervised discretization techniques do not take care of the class label and compute the cut points according to the information gain or to the entropy of the given feature. In these methods the user has to submit the maximum number of desired cut points. The method computes the number of samples in each interval and reduces the number of these intervals through the elimination of empty intervals and through unification of contiguous intervals that contain the same information.

To obtain an initial set of intervals for feature \( f_i \), we consider its mean \( \mu_i \) and variance \( \sigma_i \) over the training items, and create a number of equal sized intervals symmetrical with respect to \( \mu \) and proportional in size to \( \sigma \). Once such intervals have been created, we iterate a set of steps that merge two adjacent classes if one of them is empty, if the distributions of elements in the classes is not altered (class entropy), and finally if the reduction obtained in the entropy of the feature is negligible.

For a given feature \( f_i \), let \( K_i \) be the set of the intervals in which \( f_i \) is discretized; its entropy \( h_i \) is given by \(-\sum_{k \in K_i} f_{ik} \log f_{ik}\), where \( f_{ik} = p_k/n \), and \( p_k \) is the number of samples included in the interval \( k \); since \( h_i = 0 \) if the number of intervals \( K_i \) is equal to 1, the goal is to obtain a good tradeoff between a high level of entropy and a small number of intervals. The procedure performs the following steps on the training data set:

1. For each feature \( f_i \) the mean value \( \mu_i \) and the variance \( \sigma_i \) of the values of the feature over the items of the training set are computed;

2. \( N \) intervals around \( \mu_i \) are computed, so that each interval width \( w_i \) is equal to \( \sqrt{\sigma_i}/N \) (such intervals are indicated with \( C_{ik} \), for \( k = 1, \ldots, N \));

3. For each interval \( C_{ik} \), the total number \( p_k \) of samples that are included in the interval is determined, together with their distribution in the classes.

4. The \( N \) intervals are reduced on the basis of the following three criteria:
   
   - if an interval is empty then it is unified with one of the smaller of its adjacent intervals;
   
   - if in two adjacent intervals samples of one class are strongly prevalent over samples of the other classes, the two intervals are unified;
   
   - if one interval is poorly populated it is unified with one of the two adjacent classes if the entropy level of the feature does not fall below a given threshold.

Given the final set of intervals, a binary representation of the values of the feature is obtained by mapping the rational value of that feature into its corresponding interval, and setting the corresponding binary variable to 1.
3.3.2. Supervised Discretization

In supervised discretization algorithms the class label is considered for discretizing the input data in order to effectively direct the process into a classification dependent task. Instead of using mean and variance of the features values, when the values of a feature belonging to different classes are not overlapping, or just partially overlapping, we can use a simpler partitioning. The values are ordered and scanned in incremental way. An interval is defined as a sequence of consecutive values of the same class, once an element of a different class is found then another interval begins. Note that in this way there are not empty intervals. This alternative method performs well when it is possible to partition the values in few intervals, otherwise the reduction phase of intervals would not lead to a reduction. The worst case for this partitioning method is when the values are alternating. Let \( \mathcal{F} \) be the set of features, let \( f \in \mathcal{F} \) be the a feature. Let \( v_i \) be the \( i \)-th value of feature \( f \). Every value \( v_i \in f \) has a class label associated \( c(f) = s \). See Figure 1 for the pseudo-code of the algorithm.

\[
\begin{array}{l}
\text{MALA supervised discretization Algorithm} \\
\text{1: for every numeric feature } f_i \\
\text{2: } \quad f' \leftarrow \text{orderscending}(f_i) \\
\text{3: } \quad K = \emptyset \\
\text{4: for every value } v_j \in f' \\
\text{5: } \quad \text{if } v_j \neq v_{i+1} \\
\text{6: } \quad \text{define } K_k = \frac{v_j + v_{i+1}}{2} \\
\text{7: } \quad \text{end if} \\
\text{8: } \quad \text{end for} \\
\text{9: mergeminpop} \\
\text{10: mergentro} \\
\text{11: end for}
\end{array}
\]

Figure 1: MALA supervised discretization algorithm.

A (mergeminpop) function merges two intervals, if one of them has an amount of population population lower than a given threshold. The (mergentro) function merges two intervals according to the entropy values: if the entropy of the interval \( K_i, K_{i+2} \) is less than \( K_i, K_{i+1} \) then the intervals \( (K_i, K_{i+1}) \) and \( (K_{i+1}, K_{i+2}) \) are merged in one \( (K_i, K_{i+2}) \).

3.4. Gene clustering

Microarray data sets are characterized by a large number of genes in every sample (in the range of tens of thousands); it is therefore very important to adopt methods to extract a subset of genes able to characterize the model among the exponential number of potential ones. The gene clustering step aim is to group together similar genes, whose expression or co-expression is related. MALA implements a method named Discrete Cluster Analysis (DCA) to obtain this goal.

After the discretization step an integer mapping is computed for every gene expression, that represents the interval in which an experiment falls. This integer mapping can be represented in a binary form. Two or more genes are merged into the same cluster when their binary representation over the intervals is equal. Finally, a gene for each cluster is elected as its representative. Clusters composed of a single gene may also be present and are considered as non clustered genes.

3.5. Feature selection

Feature selection is the identification of a small subset of important attributes or features in a large data set [7]. In order to obtain another substantial recuction of the genes [35], for performing the classification of the experiments, MALA applies a feature selection step. It consists in the choice of a small number of (clusters of) genes, that are candidate to distinguish the different classes of the experimental samples. MALA approaches feature selection as a combinatorial problem [11]. With binary features the problem
can be mapped into a generalized Set Covering Problem (a formal definition of the FS problem (called test cover) is presented in [20]). MALA adopts a modified formulation of the test cover optimization model: the number of features to be selected is fixed in advance by the parameter $\beta$, and the level of redundancy $\alpha$ is maximized in the objective function:

$$\max \alpha \sum_{j=1}^{m} a_{ij} x_i - \alpha \geq 0 \quad i = 1 \ldots M$$
$$\sum_{j=1}^{m} x_j \leq \beta$$
$$x_j \in \{0, 1\} \quad j = 1 \ldots m.$$ (1)

To solve the feature selection problem MALA uses an efficient heuristic named GRASP Greedy Randomized Adaptive Search Procedure) proposed in Feo and Resende [15, 16, 30, 17] and extended in [18]. An exhaustive description of the solution method and of the implementation is reported in [6] and related papers.

3.6. Formulas computation

After the output of the candidate (cluster of) genes from the GRASP algorithm MALA adopts a MinSat approach [13] for learning the logic classification formulas. The Lsquare [14, 34] method is part of MALA for computing the model of the microarray data, e.g. the separating "if-then" formulas or rules. Lsquare approaches this challenge as a sequence of Minimum Cost Satisfiability Problems (MinSat), a combinatorial optimization problem that is NP-Hard. Therefore it solves the problem with an algorithm based on decomposition techniques. The reader may refer to [13, 14, 34] for a detailed description of the method and problems. MALA computes for every class of the experimental samples the logic classification formulas in Disjunctive Normal Form. The literals of the formula represent inequalities in the form of, e.g. "A0123423 $\geq 0.5$", and are conjuncted in "AND" and "OR" clauses.

3.7. Classification

The evaluation of the logic formulas and the classification of the samples to the right class is performed according to the algorithm described in [38]. To summarize the process the formulas are firstly weighted with the Laplace Score [33] on the training set and then applied on the test set for performing the classification assignments. Additional cut offs of logic formulas with sub-optimal coverage are done by considering the false positive and true positive rates.

3.8. Supplementary analysis

Two additional useful microarray statistical tests have been integrated in the software MALA:

- The Pearson correlation
- The Principal Component Analysis (PCA) [26]

The widely adopted Pearson correlation analysis is available on the gene expression profiles, while the PCA can be computed both on the experiments and on the gene expression profiles. PCA and Pearson correlation may give an alternative grouping of the genes to Discrete Cluster Analysis (DCA), described above. The supplementary analysis are integrated in the graphic user interface of MALA, that is reported below.
3.9. Software engineering and releases

All the different computational steps have been engineered in an integrated software named MALA, written in ANSI C and compilable on Windows, Linux and Mac OS operating systems. MALA relies on the software architectural pattern Pipes and Filters [10] for computing streams of data. A component diagram is given in figure 2. Diverse versions are released and described below.

![Component Diagram](image)

Figure 2: MALA component diagram

3.9.1. Graphic user interface

A graphic user interface, downloadable on [http://dmb.iasi.cnr.it/mala-downloads.php](http://dmb.iasi.cnr.it/mala-downloads.php), guides the user in the microarray clustering and classification process. This version uses a Java Swing framework for visualizing the data set, running the software, performing the additional analysis, viewing the clusters, the classification results and the logic separating formulas. A complete user manual is available on the MALA website. A screenshot of the offline graphic user interface is provided in figure 3.

3.9.2. Command line version

The command line version is dedicated to the users, who want to perform long experiments and batch the entire analysis process. This version is compiled and tested on Linux and Windows operating systems and available on [http://dmb.iasi.cnr.it/mala-downloads.php](http://dmb.iasi.cnr.it/mala-downloads.php). The source code is also released on the same site for compiling MALA on alternative systems and a complete user manual is published.

3.9.3. Web service

MALA has been released also as a web service at [http://dmb.iasi.cnr.it/mala.php](http://dmb.iasi.cnr.it/mala.php). The user can upload the microarray data via an input form. After the computation, all outputs of MALA are provided
in CSV (Comma Separated Values) format, which is easily readable by all common spreadsheet software. A compressed archive containing the computation results is sent via email to the user. The MALA web service has been released on a Linux server (Ubuntu Server distribution), using a LAMP platform (Linux Kernel 2.6.32, Apache 2.2.14, PHP 5.3.2) with a Java job queuing system that relies on a MySQL database (version 5.1.61). A screenshot of the MALA web service is reported in figure 4.

4. Results and discussion

In this section the experimental results obtained in [1] to show the effectiveness and the efficacy of MALA on real microarray gene expression profile analysis are summarized. Additional tests and comparative analysis with other classification methods have been performed on the same data set and on public available data.

In [1] MALA was used for the classification of control versus Alzheimer diseased mice, represented in early (1-3 months) and late stage (6-15 months) expression data. A small number of classification formulas was computed, encompassing mRNAs whose expression levels were able to discriminate between diseased and control mice. The purpose of the work was to discover genes whose expression or co-expression strongly characterizes the Alzheimer disease. A small number of genes capable to separate effectively between control and diseased mice was identified. The data set was composed of 119 experimental samples and 16,515 gene expression profiles and was provided from the European Brain Research Institute (EBRI). The application of the Discrete Clustering method DCA (see above) shrunk the whole gene set down to 3656 for 1-3 months and to 3615 for 6-15 months. MALA was capable to identify a few subset of genes and to compute the logic separating formulas for each class. The logic separating formulas for 1-3 and 6-15 months are reported respectively in table 1 and table 2 as examples. Every disjunctive clause reported in the table is capable to distinguish alone the two different classes of samples. The logic formulas have been validated both using a 30-fold cross validation and a holdout validation (90% train and 10% test), resulting in 99% of correct classification rate.

To reinforce the validity of the results here presented some of the most commonly used classification
early stage

<table>
<thead>
<tr>
<th>AD</th>
<th>(Nudt19 &lt; 0.76) OR</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(Ar116 ≥ 1.31) OR</td>
</tr>
<tr>
<td></td>
<td>(Aph1b ≥ 0.47) OR</td>
</tr>
<tr>
<td></td>
<td>(Slc15a2 ≥ 0.55) OR</td>
</tr>
<tr>
<td></td>
<td>(Agpat5 ≥ 0.73) OR</td>
</tr>
<tr>
<td></td>
<td>(Sox2ot &lt; 0.58 OR Sox2ot ≥ 1.53) OR</td>
</tr>
<tr>
<td></td>
<td>(2210015D19Rik ≥ 0.86) OR</td>
</tr>
<tr>
<td></td>
<td>(Wdfy1 ≥ 1.37) OR</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Control</th>
<th>(Nudt19 ≥ 0.76) OR</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(Ar116 &lt; 1.31) OR</td>
</tr>
<tr>
<td></td>
<td>(Aph1b &lt; 0.47) OR</td>
</tr>
<tr>
<td></td>
<td>(Slc15a2 &lt; 0.55) OR</td>
</tr>
<tr>
<td></td>
<td>(Agpat5 &lt; 0.73) OR</td>
</tr>
<tr>
<td></td>
<td>(0.58 ≥ Sox2ot AND Sox2ot &lt; 1.53) OR</td>
</tr>
<tr>
<td></td>
<td>(2210015D19Rik &lt; 0.86) OR</td>
</tr>
<tr>
<td></td>
<td>(Wdfy1 &lt; 1.37) OR</td>
</tr>
</tbody>
</table>

Table 1. Logic formulas in early stage

6-15 months

<table>
<thead>
<tr>
<th>AD</th>
<th>(Slc15a2 ≥ 0.62) OR</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(Agpat5 &lt; 0.26 OR Agpat5 ≥ 0.55) OR</td>
</tr>
<tr>
<td></td>
<td>(Sox2ot ≥ 1.78) OR</td>
</tr>
<tr>
<td></td>
<td>(2210015D19Rik ≥ 0.82) OR</td>
</tr>
<tr>
<td></td>
<td>(Wdfy1 &lt; 0.75 OR Wdfy1 ≥ 1.29) OR</td>
</tr>
<tr>
<td></td>
<td>(D14Erdt449e &lt; 0.33</td>
</tr>
<tr>
<td></td>
<td>OR D14Erdt449e ≥ 0.52) OR</td>
</tr>
<tr>
<td></td>
<td>(Tia1 &lt; 0.17 OR Tia1 ≥ 0.49) OR</td>
</tr>
<tr>
<td></td>
<td>(Tnx14 &lt; 0.74) OR</td>
</tr>
<tr>
<td></td>
<td>(1810014BO1Rik &lt; 0.71</td>
</tr>
<tr>
<td></td>
<td>OR 1810014BO1Rik ≥ 1.17) OR</td>
</tr>
<tr>
<td></td>
<td>(Snhg3 &lt; 0.16 OR Snhg3 ≥ 0.35) OR</td>
</tr>
</tbody>
</table>
|             | [(1.12 ≥ Act16a AND Act16a < 1.42) OR (Rnf25 < 0.57 OR Rnf25 ≥ 1.26)

<table>
<thead>
<tr>
<th>Control</th>
<th>(Slc15a2 &lt; 0.62) OR</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(0.26 ≥ Agpat5 AND Agpat5 &lt; 0.55) OR</td>
</tr>
<tr>
<td></td>
<td>(Sox2ot &lt; 1.78) OR</td>
</tr>
<tr>
<td></td>
<td>(2210015D19Rik &lt; 0.82) OR</td>
</tr>
<tr>
<td></td>
<td>(0.75 ≥ Wdfy1 AND Wdfy1 &lt; 1.29) OR</td>
</tr>
<tr>
<td></td>
<td>(0.33 ≥ D14Erdt449e AND</td>
</tr>
<tr>
<td></td>
<td>D14Erdt449e &lt; 0.52) OR</td>
</tr>
<tr>
<td></td>
<td>(0.17 ≥ Tia1 AND Tia1 &lt; 0.49) OR</td>
</tr>
<tr>
<td></td>
<td>(Tnx14 ≥ 0.74) OR</td>
</tr>
<tr>
<td></td>
<td>(0.71 ≥ 1810014BO1Rik</td>
</tr>
<tr>
<td></td>
<td>AND 1810014BO1Rik ≥ 1.17) OR</td>
</tr>
<tr>
<td></td>
<td>(0.16 ≥ Snhg3 AND Snhg3 &lt; 0.35) OR</td>
</tr>
<tr>
<td></td>
<td>[(0.81 &lt; Act16a AND Act16a &lt; 1.12) OR (1.42 &lt; Act16a AND Act16a &lt; 1.48)] OR</td>
</tr>
<tr>
<td></td>
<td>(0.87 ≥ Rnf25 AND Rnf25 &lt; 1.26)</td>
</tr>
</tbody>
</table>

Table 2: Logic formulas in late stage.
MALA - MicroArray Logic Analyzer

MALA is specifically designed for the analysis of Microarray data. The rational data representing the gene expressions is discretized into a limited number of intervals for each cell of the array; the obtained discrete variables are then used to select a small subset of the genes that have strong discriminating power for the considered classes. The optimization algorithms for feature selection and logic formula extraction are then used to identify networks of genes and related thresholds on their expression level that characterize the classes. For the input file, follow the description below. The parameters needed for the correct running of MALA is a file in DMBCSV format.

You can download an input example file here.

Figure 4: MALA web interface

algorithms were tested on the same data sets. The WEKA [22] implementations of K-Nearest Neighbor (KNN), Support Vector Machine (SVM), Random Forest (RF) and C4.5 Classification Tree (C4.5) were adopted. Reasonable parameter tuning was performed, when necessary, for all these methods; the best settings and the correct recognition rates obtained are summarized in the following table 3. Experiments were run using a 30-fold cross validation scheme. From the results it can be seen that MALA performs at

<table>
<thead>
<tr>
<th>method</th>
<th>settings</th>
<th>early stage</th>
<th>late stage</th>
<th>model</th>
</tr>
</thead>
<tbody>
<tr>
<td>MALA</td>
<td>no settings</td>
<td>100.0</td>
<td>100.0</td>
<td>yes</td>
</tr>
<tr>
<td>SVM</td>
<td>polykernel=2</td>
<td>96.66</td>
<td>100.0</td>
<td>no</td>
</tr>
<tr>
<td>RF</td>
<td>trees=100</td>
<td>96.66</td>
<td>94.91</td>
<td>no</td>
</tr>
<tr>
<td>C4.5</td>
<td>unpruned, minobj=2</td>
<td>98.33</td>
<td>98.30</td>
<td>yes</td>
</tr>
<tr>
<td>KNN</td>
<td>k=2</td>
<td>70.00</td>
<td>86.44</td>
<td>no</td>
</tr>
</tbody>
</table>

Table 3: Classification results in %

a comparable level to (slightly dominates) the other methods; the second best is SVM, that unfortunately produces classification models whose interpretation is very difficult for human beings. As anticipated, the advantages of MALA reside in its ability to extract meaningful and compact models, in its clustering capabilities and in its availability as an integrated tool.

Other tests have been performed on data sets downloaded from public repositories ArrayExpress and GEO: Psoriasis and Multiple Sclerosis Diagnostic. The Psoriasis data set was composed of 54,613 gene expression profiles of 176 experimental samples (85 control and 91 diseased) and was provided from the National Psoriasis Foundation. The Multiple Sclerosis Diagnostic data set contained 22,215 gene expression profiles of 178 experimental samples (44 control and 134 diseased) and was released from
the National Institute of Neurological Disorders and Stroke (NINDS). All gene expression profile values were normalized using the standard Affymetrix Expression Console software (ver 1.2), by the MASS algorithm. The results are reported in Table 4. Also in this case MALA performs at a comparable level to

<table>
<thead>
<tr>
<th>method</th>
<th>settings</th>
<th>MsDiagnostic</th>
<th>Psoriasis</th>
<th>model</th>
</tr>
</thead>
<tbody>
<tr>
<td>MALA</td>
<td>no settings</td>
<td>94.94</td>
<td>100.0</td>
<td>yes</td>
</tr>
<tr>
<td>SVM</td>
<td>polykernel=2</td>
<td>90.45</td>
<td>98.86</td>
<td>no</td>
</tr>
<tr>
<td>RF</td>
<td>trees=100</td>
<td>91.57</td>
<td>98.86</td>
<td>no</td>
</tr>
<tr>
<td>C4.5</td>
<td>unpruned, minobj=2</td>
<td>87.08</td>
<td>97.16</td>
<td>yes</td>
</tr>
<tr>
<td>KNN</td>
<td>k=2</td>
<td>87.64</td>
<td>99.43</td>
<td>no</td>
</tr>
</tbody>
</table>

Table 4: Classification results in %

(slightly dominates) the other methods. The second bests are SVM and RF, that unfortunately produce classification models that are difficult to understand for humans.

5. Conclusion

This paper described MALA, a clustering and classification software, particularly engineered for microarray gene expression analysis. MALA is able to cluster the gene expression profiles and to classify the microarray experimental samples. It uses a machine learning methodology based on the following steps: 1) Discretization 2) Gene clustering 3) Feature selection 4) Formulas computation 5) Classification. The software is available on http://db.mbi.iiasi.cnr.it/mala-downloads.php in its various releases for all common operating systems. The efficacy of MALA was showed by applying the software on a real microarray data set provided by the European Brain Research Institute (EBRI) in which CONTROL vs ALZHEIMER diseased mice were spotted on a microarray and on public available data. MALA was able to distinguish the classes present in the datasets in a precise and effective way, by computing a compact and clear model of the data: logic classification formulas in the form of “if-then rules”, which can also be used to concisely describe the different classes of the data set.
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