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Abstract

A number of interesting issues have been addressed on biological networks about their global and local properties. The connection between the topological properties of proteins in Protein-Protein Interaction (PPI) networks and their biological relevance has been investigated focusing on hubs, i.e. proteins with a large number of interacting partners. We will survey the literature trying to answer the following questions: Do hub proteins have special biological properties? Do they tend to be more essential than non-hub proteins? Are they more evolutionarily conserved? Do they play a central role in modular organization of the protein interaction network? Are there structural properties that characterize hub proteins?

1 Introduction

This paper deals with Protein-Protein Interaction (PPI) Networks and focuses on hubs, i.e. proteins in the network with a high number of interacting partners. A PPI network is represented by a graph, a mathematical entity $G(V,E)$, where $V$ is a set of vertices (or nodes) and $E$ is a set of edges, i.e. pairs of nodes with the meaning that the two nodes have some relation. In a PPI network nodes are proteins and the relation is an interaction between two proteins.

Proteins in PPI networks have a wide range of degrees, i.e. numbers of interacting proteins. It is not well understood why some proteins interact with hundreds of proteins and others interact with only a few or even only one [Gunasekaran et al., 2003]. However, it seems intuitive that proteins interacting with multiple partners may have a major role in the functional and modular architecture of the interactomes. For instance, it seems quite reasonable to assume that hubs are more indispensable or essential for life, in that their knock-out could be more disastrous than that of the other proteins. Similarly, one would expect hubs to be more conserved throughout evolution. From a structural viewpoint, an interesting question is whether the hub proteins exhibit features, either geometric or physico-chemical, that can explain their ability to bind to different partners [Gursoy et al, 2008] These intuitive observations stimulated a lot of studies trying to show a link between topological properties, structural properties and biological function. However these investigations did not seem to reach definite conclusions, mostly because of the concerns raised on the quality of data examined. Sometimes robust correlations between those properties were detected in some organisms; often however the interaction data lacked any significant correlation between the examined features. Finding the reasons for such correlations, when detected, also raised an interesting debate.
In this paper we review the literature on hub proteins and their functional and structural characterization. The structure of the paper is the following. First, we briefly introduce PPI networks, present distinct types of protein interactions, provide reference to the main databases and discuss some issues related to data accuracy. Then we introduce the concept of hub, using definitions and notations from graph theory. At this point we are ready to review the literature on hubs through three coordinates: topological, structural and conservation characteristics of such proteins.

2 PPI Networks: Notation, Definitions and Topological Properties

A protein-protein interaction network for an organism is a list of proteins and their interactions. An interaction is defined to be physical contact of the two proteins. (See [De Las Rivas and Fontanillo, 2010] for more detail.) In network science terminology, the PPI network is an undirected graph with each protein as a node. A graph G(V, E) consists of a set of nodes V and a set E of pairs (u, v), u, v ∈ V, called edges. If the pairs are unordered then the graph is said to be undirected. If there is an edge between the nodes v and u the two nodes are said to be adjacent. The degree of a node v is the number of its adjacent nodes. Each edge connecting v to its adjacent nodes is incident to v.

In the PPI network two nodes have an edge between them if an interaction has been observed between the two proteins. The number of interacting partner proteins is the degree of the protein.

Two nodes (first and last) are "connected" in the terminology used in network science and graph theory if there is a path from the first node to the last node, i.e. there is a sequence of nodes each of whom has an edge with the next one in the sequence. A node in the sequence is only required to have an interaction with the node preceding it in the sequence and the one following it in the sequence. Thus, the first and last node in the sequence may not actually have an edge between them.

2.1 Distribution of Degree

It has been observed in PPI networks that proteins with high degree are rare but proteins with low degree are quite common. We describe the empirical distribution of degree in a PPI network by defining the probability \( P[k] \) of degree \( k \) to be the fraction of proteins in the PPI network with degree \( k \). It has been observed [Jeong et al., 2001] for this empirical distribution that when \( \log P[k] \) is plotted on the vertical axis against \( \log k \) on the horizontal axis, then the points of the plot appear to form (approximately) a downward sloping line. The fact that the slope of the line is constant over various ranges of \( k \) is referred to as the "scale-free" property [Barabasi, 1999]. The downward sloping line is the signature of a power law distribution, i.e one for which \( P[k] \) is proportional to \( k^{-A} \) where \( A \) is the slope of the line and \( A \) is a positive value. Thus, the distribution of degree is often modeled as following a power law. Typically, \( 2 < A < 3 \) for PPI networks.

2.2 Complexes in PPI Networks

Protein complexes are groups of proteins performing similar function or involved in the same biological process. They are the building blocks of molecular organization. As we will describe later in this survey, hubs play an important role in interconnecting such complexes. An extensive map of the complexes of the yeast PPI network was derived by large-scale experimental studies which integrated information from different sources [Gavin et al., 2006, Krogan et al., 2006].

Computational approaches to detect protein complexes in PPI networks have been designed based on the observation that complexes tend to correspond to highly interacting sets of proteins. In graph terminology, they correspond to dense subgraphs in a PPI network. Protein complexes are often evolutionary conserved, as they can be found in several organisms with an identical or similar interaction.
pattern. This observation is supported by computational studies on local alignment of two or multiple PPI networks that identified a large number of complexes common to yeast and fly and to human and fly, among others [Ciriello et al, 2012].

3 PPI Databases and Accuracy of Interaction Data

Interaction information is obtained by a combination of low-throughput and high-throughput experiments and computational techniques [Ito et al., 2001, Uetz et al., 2000]. Two of the most common large scale methods for inferring the interactions are TAP-MS and Yeast two-hybrid (Y2H). Large databases documenting protein interactions are publicly available for several organisms, such as Homo sapiens (human), Saccharomyces cerevisiae (yeast), Rattus norvegicus (rat), Mus musculus (mouse), Drosophila melanogaster (fly), and Caenorhabditis elegans (worm). The databases include DIP [Xenarios et al, 2003], HIPPIE [Schaefer et al., 2012], MIPS [Pagel et al., 2005], MINT [Chatraryamontri et al., 2007], Biogrid [Start et al., 2006], and HPRD [HPRD].

Accuracy for the presence of protein interactions obtained by high-throughput experiments suffers from high rates of false positives, especially in the unedited TAP-MS data for pairs of proteins that are in the same complex but not in direct physical contact. Furthermore, there is a bias in databases for the presence of interactions with well-studied proteins because the many experiments conducted with these proteins offer more opportunity to observe their interaction with other proteins. Other less well studied proteins may have a large number of interactions but they are not yet observed. False negatives for the observation of interactions between two proteins are believed to be numerous not only because the proteins have not been studied sufficiently but also because they were not investigated in the appropriate cells or under the appropriate conditions in the organism.

In addition, some interactions are temporal and may even be reversible, i.e. the two proteins disassociate and are no longer in physical contact. Only rarely are the protein interaction databases annotated to provide the spatial, temporal or context circumstances under which the interactions were observed. Most of the PPI databases are static rather than dynamic, i.e they do not show changes in interaction status between two proteins over time. (An exception is DYNSIN [Bhardwaj et al., 2011].)

In these existing databases, subsets of more reliable interactions may be selected based on biological knowledge available in the scientific literature or on the amount of experimental evidence, for instance when an interaction has been duplicated several times. The more reliable interactions are often referred to as "core data" [Ito et al., 2001] when trying to validate results.

4 Types of Interactions

Classification of interaction by type can provide important annotation to the PPI. Temporal quality of an interaction is denoted by classifying it as transient or permanent. A transient interaction occurs for a limited time and is reversible; the interface involved in a transient interaction may be used by multiple partners at different times. A permanent protein-protein interaction is strong and irreversible, and the interface is used by one partner only. An example of a transient interaction is that of a kinase binding a substrate within a particular signaling pathway. In general, the interactions involved in post-translational modifications are transient in nature. In the human proteome a large fraction of interactions are transient [Brown and Jurisica, 2007]. Examples of permanent interactions are those among proteins participating in a stable network complex that performs some specific function, for instance the 20S Proteasome.

A further characterization of a pair of proteins before an interaction adds to the temporal description of an interaction. An obligate interaction occurs between two proteins when they form a stable structure but neither of them has a stable structure on its own in vivo. A non-obligate interaction occurs between two proteins each of which has a stable structure on its own. Some interactions may not fall distinctly
in either category since stability can be described on a continuum. However, most obligate interactions are permanent [Nooren et al., 2003, Przytycka et al., 2010].

5 Hub Definitions

In network science terminology a hub is a node with high degree. We will use this definition for a hub protein. While not universal, most of the definitions of a hub protein follow this convention, i.e. a hub protein is a protein with many interacting protein partners. A hub protein is often referred to as "highly connected" in the sense that it has high degree [Barabasi, 1999]. The list of hub proteins for a PPI network in an organism is defined by choosing a minimum threshold for the degree, say $k$. Then all proteins with at least $k$ interacting protein partners are hub proteins. The choice of this threshold parameter varies but it is important to note that even when the choice of $k$ is pinned down, the list of hub proteins will still be highly dependent on the interaction database being used or the subset of it being used. As mentioned previously, the existing databases often have different degrees specified for a given protein because some databases include only very reliable interactions while others list the interactions obtained with all possible experimental and computational techniques. Furthermore the databases may change with time as more interactions are discovered.

Some definitions for hubs directly specify a numerical value for the threshold $k$ (typically 5, or a larger number, most often 10). Other definitions give an indirect way of choosing the threshold $k$. Some rank the proteins of a PPI by degree and designate the hub proteins as those whose degrees fall in the top $r$ percent (where $r$ might be 10 or 5 or less) for the PPI. This ultimately results in a choice of threshold $k$. Another method uses the relative connectivity of the potential list of hub proteins to pick a threshold (see below). Based on a set of thresholds, some propose a classification of proteins into highly connected proteins, intermediately connected proteins, and non-hubs [Ekman et al., 2006].

Among hub nodes, there are some selected on the basis of additional topological properties that have biologically interesting properties more pronounced than the remaining hubs.

In [Vallabjajosyula et al., 2009] a methodology is proposed that identifies hubs based on the observation [Maslov et al., 2002, Maslov et al., 2004] that high degree proteins are often found to have lower connectivity among themselves than non-hub proteins. Therefore, one way to define the list of hub proteins involves identifying the set of high-degree proteins that has significantly lower mutual connectivity than proteins that do not lie in this set. This is done by introducing a simple topological measure of a graph, the relative connectivity, which is the relative size of its largest connected component, i.e. the number of nodes in the largest connected component divided by the total number of nodes in the graph. Hubs are selected as the top degree nodes whose corresponding subgraph has a small (according to some criterion) relative connectivity. Starting from the list of nodes ranked by their degree in decreasing order, subgraphs of increasing size are iteratively built by adding one node at a time, each time computing the measure of relative connectivity of the resulting subgraph. This measure is small as long as high degree nodes are added, due to the property mentioned above. Then it should begin to increase as more low degree nodes are added. The experiments conducted in [Vallabjajosyula et al., 2009] show a sharp increase at a certain point during this iterative process. Thus hubs are identified as the subset of nodes (proteins) where such increase in the measure is detected.

6 Hub Classification

Hubs in PPI networks have been classified into categories along different directions. First, they can be classified into single and multi interface hubs, party and date, static and dynamic hubs, based on biological properties of interacting proteins such as co-expression or structural and temporal properties of their interfaces. Another type of classification takes into account topological properties of the PPI network.
such as centrality measures and stresses the role played by hubs in maintaining the overall connectivity of the network. It has to be noted that these categories are often overlapping and in some cases only the terms used to denote them are different. In the following we review these categories and their relations.

Single and multi interface hubs

Single (or singlish)-interface hubs have only a few interaction interfaces (two at most) that may be used by multiple partners at different times since these interactions are mutually exclusive. By contrast, multi-interface hubs allow simultaneous interactions. Thus, the interactions of a single interface hub are generally transient, whereas those of a multi-interface hub are more likely to be permanent. Singlish-interface hubs tend to be enriched in signaling proteins, whereas multi-interface hubs are often present in protein complexes [Kim et al., 2006]. Statistically significant differences exist for these two classes of hubs in terms of important biological features, as we will discuss later.

Party and Date

This classification was introduced in [Han et al., 2004] and since then considered and tested by various authors raising some controversy. It is based on the correlation of mRNA expression of hubs with their interaction partners; the average Pearson correlation coefficient of hubs over all partners appears to follow a bimodal distribution allowing a clear separation of the two types of hubs: "party" hubs, which are highly correlated in their mRNA expression with their partners while "date" hubs show lesser correlation.

The authors suggest that the date hubs are more likely to be global regulators linking lower-level functional modules comprised of party hubs and their neighbors.

Date hubs tend to have transient interactions due to their low average co-expression correlation with their interaction partners, while party hubs were designated as permanent because of their high mRNA co-expression correlation.

It was suggested that party and date hubs play an important role in the modular organization of networks, i.e. party hubs have high connectivity to the members in a module, whereas date hubs are higher-level connectors between modules that perform varying functions.

Removing date hubs seemed to lead to very rapid disintegration into multiple components, whereas removal of party hubs had much less effect on global connectivity [Bertin et al., 2007, Han et al., 2004].

An appealing aspect of this separation is that it introduced some temporal and spatial characteristics into an otherwise static set of data. Party hubs are believed to interact with most of their partners at the same time while date hubs interact with their partners at different times and/or locations.

A somewhat different classification of hub proteins of the human interactome based on co-expression profiles quantifies the extent to which a hub and its interacting partners were co-expressed in the same tissues [Taylor et al., 2009]. Based on this, the authors identified intermodular hub proteins that are co-expressed with their interacting partners in a tissue-restricted manner and intramodular hub proteins that are co-expressed with their interacting partners in all or most tissues.

Despite these observations, the classification in date and party hubs is widely used and cited in the
Bottlenecks and Betweenness

Centrality is an important property of nodes in biological networks. While the degree itself may be considered a measure of centrality, it is only a local measure since it considers only the immediate neighbors of a node. More global definitions of centrality have been introduced that take into consideration the entire network and paths within the network to assign a value to each node that relates to the importance of a protein in the overall communication. A comprehensive overview of different centrality measures is published in [Koschitzki, 2005]. Here we focus on the shortest-path betweenness and its relationships with degree. Nodes with high value of shortest-path betweenness are called bottlenecks [Yu et al., 2007].

The shortest-path betweenness centrality assigns to each node a value given by the fraction of shortest paths that pass through it. It is defined as:

$$B_u = \sum_{i,j} \frac{\sigma(i,u,j)}{\sigma(i,j)}$$

where $\sigma(i,u,j)$ is the number of shortest paths between nodes $i$ and $j$ that pass through vertex or edge $u$, $\sigma(i,j)$ is the total number of shortest paths between $i$ and $j$, and the sum is over all pairs $i,j$ of distinct nodes.

Betweenness centrality can also be viewed as a measure of network resilience; it tells us how many shortest paths will get longer when a vertex is removed from the network.

In general, it has been shown that degree and betweenness are highly correlated quantities in biological networks. However, only a weak correlation could be detected for the yeast PPI network in [Wuchty and Stadler, 2003]. Although many bottlenecks tend to be hubs, a wide range of degrees was observed [Yu et al., 2007] for nodes of yeast interactome with high value of betweenness leading to the classification of hub nodes into hub – nonbottlenecks, nonhub – bottlenecks, nonhub – nonbottlenecks and hub – bottlenecks. Among the non hubs, the bottlenecks appear to have an important role as connectors of modules in the network [Joy et al., 2005]. Because protein bottlenecks in the interaction network connect different functional modules, it is conceivable that bottlenecks with high degrees should have a higher tendency to be date hubs.

Globally central versus locally central

This classification stresses the importance of the hubs placement in the network and their role in linking the network modules [Wuchty, 2004, Wuchty and Almaas, 2005]. It arises from the observation that the degree alone may not be sufficient to characterize the proteins but more important is the participation of the proteins into subgraphs termed cores. A $k$-core is a subgraph obtained from the original graph through recursive removal of all nodes of degree less than $k$, with $k$ varying in some given range [Seidman, 1983]. Nested layers of the network are identified with the innermost cores (corresponding to larger values of $k$) containing proteins which are not necessarily the highest degree nodes in the network.

Proteins in the innermost $k$-cores are defined to be globally central while highly connected proteins which are members of the outer $k$-cores are defined to be locally central.

7 Structural Properties

As more and more interaction data and protein structures became available, the natural question to ask was whether there exist structural properties that characterize hub proteins and explain their ability to recognize multiple interfaces in their interacting partners. We show an example of a node of the PPI
network of the Kaposi herpes virus and the 3D interaction of the corresponding protein with one of its incident nodes in figure 1.

There seems to be consensus on the initial observations that hub proteins have higher propensity to possess unstructured or disordered regions that render them more flexible. It is in fact the flexibility, especially if operating at the global level, that allows a protein to bind to several partners by adopting different three-dimensional conformations.

Although the amount of structural data has significantly increased over the last decades, the number of complexes (the 3D structures of two or more proteins bound together) is still relatively small and in most cases limited to proteins binding to small fragments of other molecules. In particular, not many structures are available of the same protein bound to different targets. For this reason, most of the studies in this area have used disorder data produced by means of computational prediction tools, although more recently studies have analyzed dynamic conformational changes of a set of crystallized protein complexes present in the PDB [Bhardwaj et al., 2011]. Thus, the structural characterization supported by the current studies is valid as long as the data (both predicted and crystallized) do not vary significantly.

In this section we review the literature that linked structural properties to highly connected proteins in interaction networks concentrating on disorder and other geometrical properties. We do not discuss the biochemical properties such as residue composition and charge of hub proteins and of their interfaces; for a review on the subject see [Aloy and Russell, 2006, Patil et al., 2011].

7.1 Intrinsic Disorder

It was observed in the past that some proteins contain long extended regions that are unstructured in that their residues do not have a rigid 3D structure in physiological conditions [Huber and Bennett, 1983, Gunasekaran et al., 2003, Tompa, 2002, Uversky et al., 2000, Wright and Dyson, 1999]. However, only in the last decade a systematic study of the structural and functional role of the so-called disorder was conducted leading to a widespread recognition of its importance in many biological processes [Bellay et al., 2011, Chouard, 2011, Mittag et al., 2010, Uversky and Dunker, 2010]. This brought a relevant paradigm shift in structural bioinformatics where the unquestioned dogma per decades has been that structure dictates function. The well-known lock-and-key metaphor that describes the recognition process crucial to binding appears to be not always valid, as there is experimental evidence of cases in which a disordered region of a protein binds to a partner and in doing so assumes a specific three-dimensional conformation [Sugase et al., 2006].

Although there are several different definitions of a disorder region, there are ways of identifying such regions for the different definitions. One way is to resort to the 3D description of a protein in terms of the bond angles along the backbone or the side chains. In this definition of disordered proteins, such angles vary for different structures of the same protein available in the PDB; typically these differences are observed in long stretches of consecutive amino acids of the polypeptide chain. One case arises with highly flexible proteins that appear in remarkably different global conformations in bound and unbound states. This flexibility is often obtained by a small region or loop connecting well structured domains; it is this loop that, by changing its conformation, allows the domains to move with respect to one another. Likely evidence for a disordered region may also be present where the X-ray experiments fail to detect a 3D structure and therefore appears as missing in the PDB. The importance of disordered regions in ubiquitous processes such as phosphorylation is well documented [Iakoucheva et al., 2004], as typically the binding region of a kinase with its substrate is located at an extended linear region.

These observations stimulated a lot of research in the characterization of unstructured regions in terms of biochemical composition and sequence motifs that would allow the design of computational methods for their predictions. We do not survey such work here; for a related literature see [Uversky and Dunker, 2010]. We only mention that the available prediction tools are shown to achieve a relatively good success rate of about 80% in assigning any individual residue of a protein to either an ordered or a disordered part.
Based on predicted data, it was possible to estimate the distribution of disorder in a number of organisms. It was found that disorder is more present in complex organisms: in the human proteome about one third of the proteins residues are in disordered regions as as opposed to only a few percent in other less complex species [Dunker et al., 2009, Dyson and Wright, 2005, Ward et al., 2004], in archaea and bacteria about 2-4%. This is attributed to the increased need in eukaryotes for cell signaling and regulation. Among the eukaryotes, the human proteins exhibit the highest percentage of disordered residues with fly, yeast, and worm following in this order.

The link between the number of interacting partners and disorder came under scrutiny in the work by [Dunker et al., 2005] where several structures of hub proteins binding to a large number of partners were analyzed displaying different degree of disorder, from completely to partly disordered to completely ordered. A notable example reported in the literature of a hub which features many disorder regions but also a structured part is that of the tumour suppressor p53, a protein with hundreds of links implicated in multiple signalling pathways in connection with human cancer. It consists of a large structured globular part surrounded by long highly flexible regions that seem to assume diverse conformations from order to disorder depending on their binding partners [Oldfield et al., 2008]. Interestingly, for some hubs, as 14-3-3, the binding regions of their partner proteins were found to be intrinsically disordered [Radivojac et al., 2006]. However, due to the limited dataset a statistical difference between the disorder of interacting partners of hub and non-hub proteins could not be established.

Although it seemed intuitive that the tendency to bind to many other proteins requires some versatility in its conformation, the confirmation came from systematic studies of the available topological and predicted disorder data [Dosztányi et al., 2006, Ekman et al., 2006, Haynes et al., 2006, Kim et al., 2008, Patil et al., 2006, Singh et al., 2007]. The disorder parameters used in such analyses included the ratio of disorder residues over the total number of residues of a protein and the number of continuous predicted disorder regions of length greater than a certain threshold (typically > 30) or its proportion. These parameters were found to be significantly higher in hub proteins than in non-hub.

The disorder propensities of proteins with various numbers of interacting partners from four eukaryotic organisms (Caenorhabditis elegans, Saccharomyces cerevisiae, Drosophila melanogaster, and Homo sapiens) were investigated [Haynes et al., 2006]. The analysis was carried out on the predicted structural disorder on four datasets obtained using PONDR VL-XT [Li et al., 1999, Romero et al., 2001]. A systematic analysis of the hubs in Saccharomyces cerevisiae proteome was conducted in [Kim et al., 2008] on disordered data predicted using the software DISOPRED [Ward et al., 2004].

The work in [Miyamoto-Sato et al., 2010] generated PPI data for 50 human transcription factors (TFs) and included the sequences involved in the interactions (i.e., the interacting regions, IRs). Analysis of the IR data set revealed the existence of regions that interact with multiple partners and are preferentially associated with intrinsic disorder. The results of all these works clearly indicate that structural disorder is a distinctive characteristic of hub proteins in eukaryotes.

The next question was whether disordered hub proteins have a tendency to interact among themselves. It was determined that the occurrence of interactions in the human proteome between disordered proteins was significantly frequent, and that between a disordered protein and a structured protein was significantly infrequent; furthermore this propensity for interaction was much stronger between non-hub proteins [Shimizu et al., 2009].

The analysis then focused on different classes of hubs, for instance, single and multi-interface hubs. It turns out that single interface hubs are enriched for disorder while multi-interface hubs are not [Kim et al., 2008]. Although single-interface hubs have a higher propensity for disorder, their interfaces appear to be structured; in fact the fraction of disordered residues at their interface is about the same as of multi-interface hubs. The promiscuity in the binding for single interface hubs, despite their somewhat structured interface, can be explained by: (a) the higher disorder of the interacting partners, as already observed in [Dunker et al., 2005], or (b) the geometric similarity in the surfaces patches of the multiple partners. Examples of both cases are available in the literature but not enough structural data.
are available for meaningful statistics.

Other studies have explored the role of intrinsic disorder in party and date hubs (whether or not a hub has high mRNA co-expression with its partners) offering support for distinctive characteristics of these two types of hubs [Ekman et al., 2006]. Fewer of the party hubs contain long disordered regions compared to date hubs, indicating that these regions are important for flexible binding but less so for static interactions. Furthermore, party hubs interact to a large extent with each other, which is consistent with the idea that party hubs are at the core of highly connected functional modules [Ekman et al., 2006]. The work by [Singh et al., 2007] confirms that intrinsic disorder is significantly enriched in date hub proteins when compared with party hub proteins. Intrinsic disorder has been largely implicated in transient binding interactions. The disorder to order transition, which occurs during binding interactions in disordered regions, renders the interaction highly reversible while maintaining the high specificity [Yura et al., 2009]. The enrichment of intrinsic disorder in date hubs may facilitate transient interactions, which might be required for date hubs to interact with different partners at different times.

7.2 Conformational Rearrangements

Interactions are typically accompanied by conformational changes, which may involve the interface alone or may affect the entire structure. Thus proteins in their bound conformation exhibit structural changes with respect to their unbound conformation. The ‘induced fit’ model describes the binding process in which proteins achieve shape complementarity at their interface after a structural rearrangement.

An approach to the analysis of the structural rearrangements of hubs was taken in [Bhardwaj et al., 2011] where alternate conformations of proteins structures in human and yeast were extracted from the PDB databank and mapped into the DynSIN network to determine the dynamic conformational changes occurring at their interfaces with different partners. Thus, unlike other studies mostly based on predicted disorder and flexibility, they analyze actual protein structures: this has the advantage of not introducing errors in predicting the data, on the other hand renders the statistics less reliable due to the limited amount of structural data available (about 10% of the human proteins are present in the PDB with more than one conformation [Bhardwaj et al., 2011]). Alternate conformations of proteins are superimposed with a structural alignment heuristic that, rather than trying to maximize the overall RMSD of the aligned structures, focuses on the interface regions and tries to capture their changes.

The results of their analysis, in agreement with previous studies, show that hubs in human and yeast exhibit higher conformational flexibility than non-hubs. Furthermore, multi-interface hubs display a greater degree of conformational change than do single-interface ones; this is perhaps the feature that enables them to utilize more interfaces for interactions. They also find that transient associations involve smaller conformational changes than permanent ones, a fact that can be explained because proteins involved in transient interactions often interact with domains that are similar to each other and so do not require drastic structural changes for their activity [Bhardwaj et al., 2011].

7.3 Domain Composition

Protein domains are the building blocks of the protein modular architecture and play an important role in protein interactions. Most proteins are composed of two or more domains each of which is a substructure capable of folding independently. A domain may be present in diverse proteins performing different functions. It typically acts as the binding partner in various complexes. Domains may interface multiple proteins despite their often rigid structure using multiple surface patches. Examples of reusable and promiscuous domains are SH2 and SH3 which are important components of the signal transduction pathways.

The domain composition of proteins has been highly investigated to determine which laws govern their combinations and how the function of a protein relates to the presence of certain domains. Studies have been conducted to determine the number of co-occurring domain sets in nature versus the number of
putative combinations. It was shown that the sets of domains in yeast occurring significantly more often than by chance consist of ancient domains conserved from bacteria or archaea [Cohen-Gihon et al., 2012].

The identification of domain families from sequences is a mature field in bioinformatics. Web tools are available to find domains on the basis of sequence similarity, protein order/disorder prediction. Domain databases such as Pfam [Punta et al., 2012] are also available.

It is conceivable that multiple domains potentially allow multiple molecular recognition sites and therefore multiple interactions thus suggesting a connection between number of constituent domains and degree of a protein. Although multiple interfaces exist even in small hubs with only a single domain [Humphris and Kortemme, 2007], an over representation of multi-domain proteins among the hubs was in fact detected in the yeast proteins [Ekman et al., 2006, Patil et al., 2010, Schuster-Bockler et al., 2007]. In fact a large fraction of protein interactions can be attributed to a small number of domains and often such domain interactions are conserved in different species. Interestingly, single-domain hubs have a greater fraction of disorder than multi-domain hubs [Patil et al., 2010].

Exploring the relation between degree and domains, another feature of the domain composition was considered besides their number, i.e. domain coverage. Domain coverage refers to the percentage of the residues in a protein that belong to a domain, thus excluding residues in loops or other structures outside a domain. It turns out that domain coverage has a better correlation with degree than the number of constituent domains [Xia et al., 2008]. Interestingly, the PPI domain coverage per protein appears to increase with the complexity of the organisms so that proteins in complex organisms contain more domains and perform more specialized function. This was observed for a set of several hundreds protein domains that are involved in PPI in 19 different organisms ranging from Kluyveromyces lactis to Homo sapiens, as well as two plants, Oryza sativa and Arabidopsis thaliana [Xia et al., 2008]. The over-representation of domains is one possible way of explaining the higher connectivity of the human network [Koonin, 2005] that is richer in interaction patterns, despite a similar number of nodes in lower organisms.

### 7.4 Geometric Surface Properties

Are there geometric properties that characterize the hub surfaces and their interfaces? Do hub interactions tend to occur in pockets, as in the case of protein-ligand binding? These questions have been addressed by many researchers working in the area of protein classification, molecular recognition and docking, to predict whether two proteins are likely to interact and if so what would be their interfaces. The work on surface patches classification has focused on particular classes of hubs. The analysis of the 3-D structure at the interfaces for permanent and transient (non-obligate) interactions did not reveal any pattern that could clearly discriminate between obligate/non-obligate and transient/permanent interactions. No single structural parameter of an interface either geometric, such as size of contact area or planarity, or biochemical, such as polarity or hydrophobicity, could identify the type of interaction [Nooren et al., 2003, Perkins et al., 2010]. However, some geometric properties appear to be more pronounced in some cases. For instance, the size of the interface areas of intrinsically disordered proteins is in general much larger per residue relative to ordered proteins, which supports the finding that disorder occurs preferentially in hub proteins. Interactions occurring in large surface pockets can be observed in some instances of dynamic interactions, although the majority take place in less constrained binding surfaces, such as in the instance of kinase-substrate interactions [Batada et al., 2006].

More recently, a classification of all domain interfaces of known structures was attempted, resulting in nearly 6000 distinct types of interfaces. Distinctiveness of interfaces was measured computing geometric features related to angles and overlap of the aligned interfaces followed by a hierarchical clustering to group the interfaces. A subset of known hubs was also examined showing very distinct surface regions at the interface with different partners [Kim et al., 2006].
8 Evolutionary Conservation

Like other characteristics of hubs, the connection between evolutionary conservation and high degree of nodes in PPI networks has been controversial [Janca et al., 2011]. This is testified by the numerous papers which in turn demonstrated, rejected and reconfirmed this connection. That rigorous statistical analyses by different authors could lead to conflicting results should not surprise; in fact, as remarked from the very start in [Bloom et al., 2003, Fraser et al., 2003], the findings depend on the accuracy of the protein interaction and orthology data. Almost all works analyzed the yeast proteins and their conservation relative to a variety of eukaryotes at different evolutionary distances and of prokaryotes. The results were produced over a period of almost a decade during which the yeast interaction data varied significantly; furthermore, different databases were used and sometimes only core data were selected, i.e. subsets of very reliable interactions. Table 1 summarizes PPI data and results in several references.

In this review we first describe ways of defining evolutionary conservation and then survey the various approaches that try to establish a connection between protein interactions and evolution.

Central to the concept of evolutionary conservation is that of orthology. Orthologs are proteins that have originated from the same ancestor protein via speciation but exist in different species. Although this definition does not explicitly refer to the protein’s function, in practice there exists a strong relation between orthology and biological function since orthologous proteins typically perform an equivalent function in two species [Koonin, 2005]. Functionally related proteins from different species are characterized by small differences in the amino acid sequences, due to amino acids substitutions, the predominant type of change during evolution of such proteins, but also to insertions or deletions of one or more amino acids. Thus, sequence similarity provides evidence of functional conservation as well as of evolutionary relationships between the proteins.

Sequence similarity in orthologous proteins is measured by evolutionary distance $D$ given by the formula

$$q = \frac{\ln(1+2D)}{2D},$$

where $q$ is the proportion of identical residues in a sequence alignment of the protein pair [Grishin, 1995]. Orthology is a many-to-many relation, thus to compute the evolutionary distance a specific protein is selected among the putative orthologs according to some criterion; for instance a well-conserved ortholog characterized by a sequence identity above a certain threshold [Fraser et al., 2002].

For pairs of orthologous proteins, a correlation is found between $D$, the evolutionary distance between the pair, and the degree of the first member of the pair. Several papers [Batada et al., 2006, Fraser et al., 2002, Fraser et al., 2003, Han et al., 2004, Jordan et al., 2003, Saeed et al., 2006] follow this approach and compute either the Pearson’s correlation coefficient, denoted by $r$, or Spearman’s rank, denoted by $\rho$.

Table 1 lists the characteristics of the data and methodologies utilized in several references, which study the evolutionary conservation of yeast proteins with respect to other organisms. Few results on the evolutionary preferences in organisms different from yeast were also produced (see [Lemos et al., 2005] for results on drosophila), but they are not listed in the table.

Perhaps, the first experimental study showing the preferential evolutionary conservation of proteins with higher degree, already hypothesized in [Hurst and Smith, 1999], was in [Fraser et al., 2002] where it was shown that the proteins of the yeast Saccharomyces cerevisiae with a high number of interacting partners have a smaller evolutionary distance to their orthologs in Caenorhabditis elegans.

Conflicting results were shown in a later study [Jordan et al., 2003] that analyzed two closely related species and led to the conclusion that clear correlations between the connectivity and evolutionary conservation of proteins could not be detected even in the presence of more accurate information about the orthologs between these two species. Their claim was that the previous results were due to a few highly interacting proteins that evolved more slowly and could not be attributed to all hubs. The experiments in [Wuchty, 2004] involving several higher eukaryotes, such as Homo sapiens, Mus musculus, Caenorhabditis elegans, Drosophila melanogaster, and Arabidopsis thaliana and in [Batada et al., 2006] also failed to indicate convincing correlations. However, a large scale study over multiple data sets demonstrated once more that the major reason for conflict between previous studies is the use of different datasets
Table 1: Relation between the degree of the yeast protein and its evolutionary distance relative to its ortholog in a reference organism. The network data used to analyze the relation are described in column 2-4 and the orthology data in column 6-7. Column 8 gives the Pearson’ correlation coefficient \( r \), the Spearman’s rank \( \rho \), the orthologous excess retention \( \text{ER}_k \) and the retention rate \( \text{ER}_\rho \), when applicable.

<table>
<thead>
<tr>
<th>Reference</th>
<th>Database</th>
<th>Proteins</th>
<th>PPI</th>
<th>Reference Organism</th>
<th>Orthology method</th>
<th>Orthology Pairs</th>
<th>Correlation</th>
</tr>
</thead>
<tbody>
<tr>
<td>[Fraser et al., 2002]</td>
<td>core data</td>
<td>2,445</td>
<td>3,541</td>
<td>C. elegans</td>
<td>Seq. ident.</td>
<td>369</td>
<td>( r = -0.24 )</td>
</tr>
<tr>
<td>[Jordan et al., 2003]</td>
<td>MIPS</td>
<td>-</td>
<td>-</td>
<td>S. pombe</td>
<td>SEALS</td>
<td>1,004</td>
<td>( \rho = -0.029 )</td>
</tr>
<tr>
<td>[Fraser et al., 2003]</td>
<td>MIPS et al</td>
<td>3,575</td>
<td>13,925</td>
<td>C. albicans</td>
<td>Max. Likel.</td>
<td>3,727</td>
<td>( \rho = -0.25 )</td>
</tr>
<tr>
<td>[Wuchty, 2004]</td>
<td>DIP</td>
<td>3,677</td>
<td>11,249</td>
<td>H. sapiens</td>
<td>InParanoid</td>
<td>1,997</td>
<td>( r = -0.04; \text{ER}_k = 0.92 )</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>D. melanogaster</td>
<td>InParanoid</td>
<td>1,757</td>
<td>( r = -0.02; \text{ER}_k = 0.82 )</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>C. elegans</td>
<td>InParanoid</td>
<td>1,480</td>
<td>( r = -0.03; \text{ER}_k = 0.85 )</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>M. musculus</td>
<td>InParanoid</td>
<td>1,754</td>
<td>( r = -0.06; \text{ER}_k = 0.96 )</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>A. thaliana</td>
<td>InParanoid</td>
<td>1,898</td>
<td>( r = -0.06; \text{ER}_k = 0.89 )</td>
</tr>
<tr>
<td>[Saeed et al., 2006] *</td>
<td>DIP</td>
<td>4,773</td>
<td>15,481</td>
<td>Mus musculus</td>
<td>InParanoid</td>
<td>2,354</td>
<td>( \rho = -0.121 )</td>
</tr>
<tr>
<td></td>
<td>MIPS</td>
<td>4,154</td>
<td>7,458</td>
<td>Mus musculus</td>
<td>InParanoid</td>
<td>2,064</td>
<td>( \rho = -0.017 )</td>
</tr>
<tr>
<td></td>
<td>INTACT</td>
<td>1,577</td>
<td>3,618</td>
<td>Mus musculus</td>
<td>InParanoid</td>
<td>1,036</td>
<td>( \rho = -0.227 )</td>
</tr>
<tr>
<td>[Brown and Jurisica, 2007]</td>
<td>OPHID</td>
<td>5,652</td>
<td>95,104</td>
<td>H. sapiens</td>
<td>RBH</td>
<td></td>
<td>( \text{ER}_\rho = 0.52 )</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>R. norvegicus</td>
<td>RBH</td>
<td></td>
<td>( \text{ER}_\rho = 0.58 )</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Mus musculus</td>
<td>RBH</td>
<td></td>
<td>( \text{ER}_\rho = 0.58 )</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>D. melanogaster</td>
<td>RBH</td>
<td></td>
<td>( \text{ER}_\rho = 0.62 )</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>C. elegans</td>
<td>RBH</td>
<td></td>
<td>( \text{ER}_\rho = 0.55 )</td>
</tr>
</tbody>
</table>

* Other datasets, BIND, GRID, and MINT are used but are not reported here.

[Saeed et al., 2006]. In general when no correlation was found, it was because the dataset had a large number of interactions derived from experimentally inaccurate methods. Datasets derived from robust experimental methods showed a better relationship.

An alternative approach to establishing a connection between number of interacting partners and evolutionary conservation is based on a different measure of conservation that refers to an entire proteome rather than to individual proteins: it is estimated by the presence of orthologs in related proteomes, more precisely by the fraction of proteins of a given organism that have an ortholog in another organism. This measure was analyzed in [Wuchty, 2004] as a function of node degree and was referred to as orthologous excess retention (\( \text{ER}_k \)). To compute \( \text{ER}_k \), all proteins of a given species are binned according to their degree. The binning of protein’s degree is logarithmic to account for the scale-free property of the PPI networks. In bin \( k \) the fraction of the proteins that have an ortholog in the other species is computed. The orthologous excess retention for the bin is the ratio of this observed fraction and the fraction obtained from randomly distributed orthologous proteins. In all tests the values of \( \text{ER}_k \) [Wuchty, 2004] showed a stronger relationship between conservation and degree than could be detected when using the evolutionary rate as a measure.

In [Brown and Jurisica, 2007] a large scale analysis of the relation of evolutionary conservation and degree was conducted with the goal of showing its effect on the transfer of interactions from pairs of proteins of one organisms to their orthologs in another organism. A variant of \( \text{ER}_k \), based on linear rather than logarithmic binning, denoted here as \( \text{ER}_\rho \), was computed for the yeast proteins and their orthologs in several other species including D. melanogaster, Caenorhabditis elegans, M. musculus and A. thaliana confirming the results in [Wuchty, 2004].

More recently, the attention has shifted towards the analysis of the relation of evolution and number of interactions in conjunction with other topological and biological properties. In other words, the question was whether a restricted set of hubs possessing some additional property could be more highly conserved than the rest of the hubs. It appears that a variety of factors, in addition to degree, including expression...
level, gene essentiality, may affect evolutionary rates in yeast [Plotkin and Fraser, 2007].

In [Wuchty and Almaas, 2005] the ERk measure was computed for a restricted set of hubs, the globally central hubs (introduced in section 6). In the yeast proteome they appear to be more evolutionary conserved than other hubs, suggesting they serve as the evolutionary backbone of the proteome.

The difference in evolution of party and date hubs was also investigated. It was shown that party hubs evolve more slowly than date hubs [Batada et al., 2007, Bertin et al., 2007, Fraser, 2005]. Nor surprisingly, multi-interface hubs, that are more likely to correspond to party hubs, were found to be more evolutionary conserved [Kim et al., 2006]. Related to these works are those that focused on the evolutionary conservation of hubs based on their participation in highly interconnected complexes, such as 26S Proteasome, reaching the conclusion that hubs present in stable complexes are more conserved evolutionarily than those participating in transient interactions [Amoutzias and Van de Peer, 2010, Brown and Jurisica, 2007, Wuchty et al., 2003]. This finding is consistent with the ones on party hubs that are believed to be mostly present in complexes. While a significant difference in the average evolutionary rate exists between hub and non-hub proteins which are not present in protein complexes [Coulomb et al., 2005], in [Manna et al., 2009] it was revealed that there exists no significant difference of hub and non-hub proteins present in stable complexes.

The study on protein evolutionary rate in [Pang et al., 2010] examined a different yeast PPI dataset which integrated protein interaction and gene co-expression data to derive a co-expressed protein-protein interaction degree (ePPID) measure, which reflects the number of partners with which a protein can permanently interact. Using this dataset they were able to detect a stronger correlation between degree of a node and its (protein) essentiality than when using PPI data alone.

Along a different direction, in [Fox et al., 2006] the existence of a positive correlation was determined between the degree of a protein and the conservation of its interaction partners; in addition, they show that a protein is more likely to be a hub if it has a high-degree ortholog.

In conclusion, it seems reasonable to say that, although in general no strong statement can be made about the preferential conservation of hubs, a weak correlation between evolutionary distance and degree could be detected in some organisms, especially when the data came from accurate experimental procedures. Furthermore, the orthologous excess retention ERk obtained much higher correlation values in support of the existence of a relation between conservation and degree. However, some of the improvement in correlation is due to the fact that binning is used. Finally, the correlation was stronger when other properties of proteins in addition to degree were incorporated in the analysis.

9 Functional Properties

A link between degree and function of a protein was always hypothesized [Kunin et al, 2004]. Here we review ways of showing such a link based on the impact of degree on essentiality and on protein functional classification.

9.1 Essentiality - Lethality

An informal widely used way of defining essential or lethal proteins/genes is that they are indispensable for the survival of an organism. In other words, they are the ones that, when knocked out, render the cell unviable [Giaever et al., 2002]. Since essential genes may cause the death of an organism if they are not properly expressed or malfunction, their identification is of paramount interest in biology.

Essential genes are frequently identified experimentally through deletion experiments (by the analysis of haploid deletion mutant strain growth rates). This process is particularly useful because it does not require knowledge of the function of genes. A systematic gene deletion screen [Giaever et al., 2002], for instance, determined 1,105 yeast genes essential for growth on rich glucose media. Other databases of essential genes are available for some prokaryotes and eukaryotes [Chen et al., 2010, Zang and Lin, 2009].
However, these experimental approaches are time-consuming, thus not very suitable for large-scale analysis. As a result, the essentiality profiles for a large fraction of genes are still unknown. Recently, computational approaches have been proposed to complement the experimental ones in predicting essentiality. One computational problem that has been addressed is that of identifying a minimal gene set needed to sustain a life form [Koonin, 2000]. Also studies have been conducted to predict the biological significance of a protein from its topological relevance; they basically use machine learning techniques to exploit the known topological properties of essential proteins, as well as other features such as gene expression, cellular localization and biological process information, in the prediction of putative essential proteins [Acencio and Lenke, 2009, Estrada, 2006, Li et al., 2012]. A complication arises when non-essential genes are discovered to cause cell death: it happens when, for instance, a pair of non-essential genes is deleted simultaneously. In this case we can call the interaction lethal. These phenomena are mainly studied in systems biology, that deals with the behavior of sets of genes instead of single genes.

The earliest work establishing the connection between high connectivity and essentiality was in [Jeong et al., 2001] where it was shown that in the yeast network high-degree nodes are three times more likely to be essential than nodes having few interaction partners. In the next few years, several studies reconfirmed this relationships [Batada et al., 2006, He et al., 2006, Yu et al., 2004, Yu et al., 2007, Wuchty, 2002, Zotenko et al., 2008]. However there have also been some contradictory results that rejected this hypothesis [Coulomb et al., 2005, Yu et al., 2008]. The tests in support of the different and sometimes contradictory claims were performed on various organisms, including yeast, Caenorhabditis elegans, Drosophila melanogaster, and human, and different datasets. The reason for testing several networks is to try to avoid the bias introduced by the concentration of experimental studies on essential proteins with the result that the corresponding nodes in the network have higher degree.

The statistical significance of the positive correlation initially found in the yeast was confirmed by successive studies performed on variants of the network of the yeast [Batada et al., 2006, Zotenko et al., 2008]. However, the authors of [Yu et al., 2008] disputed the correlation using a compilation of yeast high-quality binary interaction data. No significant correlation was observed in any of three proteome-wide high-throughput binary data sets (table 2), as well as in Caenorhabditis elegans and human interactome maps. The discrepancy with the results of previous papers was attributed to the biases in the old data sets. In table 2 a summary of the network data and results is presented.

Essentiality was also examined for different kinds of hubs in the SIN network, a PPI network of the yeast that incorporates structural information [Kim et al., 2006]. Multi-interface hubs are found to be twice as likely to be essential as singlish-interface ones, which, in turn, are no more likely to be essential than the average protein.

Summarizing the above studies and results, it appears, as the intuition suggests, that essentiality is correlated with degree although the statistical significance is questionable. There is consensus however on the fact that when the interaction data are restricted to those obtained by Y2H experiments, the yeast network in its various instances exhibits no correlation or only a weak one between degree and essentiality [Batada et al., 2006, Yu et al., 2008, Zotenko et al., 2008]. It has to be noted that there is a difference in judging the quality of the H2Y data: they are considered not reliable in [Batada et al., 2006] while the H2Y binary dataset assembled in [Yu et al., 2008] is shown to be of high quality.

The next step was to provide an explanation for the connection between high degree and essentiality, assuming it really exists, but this has been a matter of debate among the researchers. In [Jeong et al., 2001] it was suggested that the over-representation of essential proteins among high-degree nodes in a protein interaction network was due to the important role of essential proteins in guaranteeing network integrity by interconnecting low-degree nodes. This hypothesis has been challenged with different arguments; in [He et al., 2006] it is suggested that the majority of proteins are essential due to their involvement in one or more essential protein—protein interactions that are distributed uniformly at random along the network edges. Under this hypothesis, hubs are proposed to be predominantly essential because they are involved in more interactions and thus are more likely to be involved in one
Table 2: The relation between the degree and essentiality of the yeast proteins. The network data used to analyze the relation are described in column 2-4. Column 5 gives the Kendall’s tau $\tau$ or $R^2$.

<table>
<thead>
<tr>
<th>Reference</th>
<th>Database</th>
<th>Proteins</th>
<th>PPI</th>
<th>Correlation</th>
</tr>
</thead>
<tbody>
<tr>
<td>[Zotenko et al., 2008]</td>
<td>DIP CORE [Xenarios et al., 2003]</td>
<td>2,316</td>
<td>5,569</td>
<td>$\tau = 0.22$</td>
</tr>
<tr>
<td>LC</td>
<td></td>
<td>3,224</td>
<td>11,291</td>
<td>$\tau = 0.32$</td>
</tr>
<tr>
<td>HC [Batada et al., 2006]</td>
<td></td>
<td>2,752</td>
<td>9,097</td>
<td>$\tau = 0.32$</td>
</tr>
<tr>
<td>Y2H</td>
<td></td>
<td>400</td>
<td>491</td>
<td>$\tau = 0.09$</td>
</tr>
<tr>
<td>[Yu et al., 2008]</td>
<td>Y2H-union</td>
<td>2018</td>
<td>2930</td>
<td>$R^2 = 0.001$</td>
</tr>
</tbody>
</table>

In the table, LC refers to a Literature Curated network; HC is a High Confidence network that combines small-scale data with high-throughput data that were independently reported at least twice. The Y2H network is obtained solely from high-throughput data that were experimentally detected at least three times. Y2H-union is the union of three reliable datasets Uetz-screen, Ito-core, and CCSBYI1. The datasets used in the experiments are rather different, as the correlation between the degrees in the sets is generally weak.

which is essential. In [Zotenko et al., 2008] the idea of essentiality being a function of a global network structure was rejected by showing that essential hubs are not more important in maintaining the network connectivity than non-essential hubs. This was done by studying the effect of the removal of nodes from a network in terms of the size of the largest connected component in the original and reduced network. The result was that the removal of essential nodes is not more disruptive than the removal of an equivalent number of random nonessential nodes that have the same degree distribution. Rather, according to [Zotenko et al., 2008], the majority of hubs are essential due to their participation in modules or complexes that consist of densely connected proteins with shared biological function that are enriched in essential proteins. The last surveyed results support a systems biology vision since they show that in many cases the biological function is not performed by a single protein but by two or more proteins together.

Furthermore, [Kafri et al., 2008] showed that highly connected essential proteins tend to have duplicates which can compensate their deletion thus decreasing the disruptive impact of their removal. In both Saccharomyces cerevisiae and Caenorhabditis elegans duplicate genes evolve more slowly than singletons, indicating that some essential proteins are more likely to be redundant.

9.2 Correlation of Hub Properties with Essentiality

Because of the discrepancies of the above findings, the analysis on essential proteins was extended to their characterization in terms of other topological properties, to determine, for example, whether higher order centrality could be effective in predicting gene lethality. The studies revealed that a correlation with essentiality exists [Hahn et al., 2005, Park et al., 2009] for the betweenness measure in the three protein-protein interaction networks of yeast, worm, and fly, i.e. the centrality value for essential proteins is significantly higher than the centrality value of nonessential proteins. In contrast, the results in [Zotenko et al., 2008] obtained on several variants of the yeast network show that essentiality is no better correlated with other centrality measures than with the node degree. Hubs appear to be better predictors of essentiality than bottlenecks in PPI networks, although nonhub-bottlenecks are significantly more essential than nonhub-nonbottlenecks [Yu et al., 2007].

A further characterization of hubs based on centrality measures was introduced in [Cho and Zhang, 2010] where a hierarchy of hubs based on the path strength model is identified in which highly scored hubs correspond to proteins located in critical positions of the network. The model assigns a value to a protein based not only on the paths traversing it, as the betweenness measures does, but also on the probabilities...
of such paths given the weights of the edges incident to each node of the paths. The experimental results in the yeast protein interactome network demonstrate that the hubs in top positions in the obtained hierarchy are essential proteins for performing functions.

Another class of hubs identified based on the notion of relative connectivity (defined in section 6) are also found to be more enriched for essentiality [Vallabajosyula et al., 2009]. Similarly, the globally central proteins that play a role in interconnecting network modules (defined in section 6) have higher probabilities to be essential to the survival of the organism as well as to be evolutionary conserved. In [Wuchty and Almaas, 2005] it was observed that essentiality and degree together correlated well with ERk, a measure of protein conservation (see section 8). In fact, when only essential hubs were selected better values of ERk were reported.

Essentiality was also studied in relation with cluster coefficient of a node in the network. The cluster coefficient is measure of local connectivity; for a node $u$ it is defined as the number of edges connecting the nodes adjacent to $u$ divided by $k \times (k - 1)$, where $k$ is the degree of node $u$. In [Coulomb et al., 2005, Yu et al., 2008] the degree of a node and the clustering coefficient of all the neighboring nodes were examined in relation with essentiality; however, no significant correlation with essentiality was observed in the yeast network. By contrast, when only a subset of reliable interactions of the yeast network was considered, a correlation was detected for the essentiality and the clustering coefficient of nodes [Yu et al., 2008].

From all the above studies, it appears that the addition of higher order topological properties to the degree often makes the correlation with essentiality stronger.

### 9.3 Functional Classification

One way to establish a link between degree and function is to resort to a functional classification of proteins and analyze the annotations of interacting pairs of proteins according to such classification.

The relationships between interacting pairs and Gene Ontology (GO) attributes was investigated in [Yu et al., 2008] using binary interaction yeast datasets of high quality. In general, significant enrichment (relative to random data) is detected for functionally similar pairs in the three categories, biological process, cellular component, and molecular function of GO ontology. But do hubs have higher propensity to be in one of those categories?

The analysis in [Ekman et al., 2006] uses KOG functional classification that consists of four main functional categories: metabolism; information storage and processing; cellular processes and signaling; and poorly characterized. It shows that high degree is often associated with proteins involved in 'information storage and processing' (transcription in particular) and 'cellular processes and signaling'. Among the non-hubs, on the other hand, there are many proteins that participate in metabolism. As expected, proteins with no or few interacting partners are typically poorly characterized in terms of functions. This functional characterization of hubs is maintained when restricted classes of hubs are examined. The analysis on party and date hubs of the yeast proteome derived from the DIP database shows no significant difference in the percentage of proteins belonging to the four functional classes for the two types of hubs.

The analysis in [Alberghina et al., 2012] of a sub-network of the yeast PPI network, corresponding to the cell growth and cell cycle, examined the functional role of hubs, in particular of the 20 hubs of highest degree, and determined that they are involved in biological processes such as ribosome biosynthesis and maturation, protein synthesis, folding and glycosylation and in microtubule formation. Contrary to the belief that hubs may be major regulatory molecules, they found that only 2 out of the top 20 molecules play in fact a regulatory role.

A somewhat different approach was taken in the study of [Kim et al., 2006] that examined if the two different kinds of interactions, “simultaneously possible” and “mutually exclusive”, could be distinguished in terms of functional properties of the linked proteins. Using the Gene Ontology classification into cellular component, molecular function, and biological process designations, they showed that proteins
connected by simultaneously possible interactions are more likely to share the same function than are those connected by mutually exclusive ones.

The fact that hub proteins tend to share certain functional features that enable them to participate in multiple protein interactions was utilized for the theoretical identification of such hub proteins without prior knowledge of the corresponding PPIs [Hsing et al., 2008]. Using machine learning methods, they developed a hub classifier that could predict highly-connected proteins, even in organisms that lack protein interaction data. The classifier is based on Gene Ontology data, which provide functional annotations for individual proteins in hundreds of species.

10 Discussion and Conclusions

The roles of hubs within PPI networks has been examined from different perspectives taking into account functional properties and biological importance. Despite the large body of literature on hub characterization, for some of the above questions there is not much consensus on the findings as detailed in the survey. A complicated and somewhat confusing picture emerged from all the works conducted on different organisms and different datasets with different levels of reliability. Although correlation, albeit weak, could be detected between degree and some functional and structural properties of proteins, the main concerns were experimental artifacts and other biases present in the networks that favor some proteins believed to be important. Other important factors that raised much concern, besides the current limited size of the interaction datasets, were the interaction reliability, and the lack of annotations of interactions. Restricted sets of reliable and high quality interactions seemed to resolve the issues in some cases, however some concerns still remain about the validity of conclusions drawn in the presence of ever changing data sets.

Since the results have been susceptible to the various datasets used, it is evident that there is still need for systematic studies on extended datasets of improved quality which include interaction annotations (transient, permanent, regulatory, kinase-substrate, etc.). The proteome-wide studies rarely take into account the variability of hubs in terms of degree and interaction patterns; hubs are defined as nodes with degree higher than 10 (in some cases 5) and, for instance, in the human the highest degree protein MYC has about 1000 partners and there many proteins with more than 200 partners. On the other hand, hub proteins of important functional classes, as for example kinases, have much smaller degrees and some distinctive structural interaction patterns when binding to their substrate. Due to the wide range of the number of interaction partners and to the variety of types of interactions, the significance of the possible correlation of biological and functional properties with degree is often difficult to establish.

Even when the analysis focused on restricted classes of hubs or restricted set of interactions, the variability within the sets is perhaps still too high to allow to draw some general conclusions. Transient and permanent interactions have been the focus of several investigations and although some properties are more frequently observed for one of the two types of interaction, the sets of proteins within each class show a wide range of different characteristics from a functional perspective. As observed in [Valente et al., 2009], transient interactions include those associated with a protein/complex performing a standard function on many target proteins/complexes as well as those occurring when two proteins complexes come together in a more delimited functional context. Examples of the first type are the transient interactions between a chaperone and its hundreds of targets, while examples of the second type are those for kinase-substrate within a particular signaling pathway.

At the proteome-wide level, the incorporation of 3D structural data and of genetic information, in addition to consideration of protein dynamics, will help gaining deeper insights into the basic biological functionality underlying networks. The more recent connection of hubs with intrinsic disorder is adding to the picture.

In this survey we have not discussed the link between global and local network properties and human diseases. It seems intuitive that hubs should preferentially encode disease-related genes. In fact, several
well-known and extensively studied proteins that are implicated in diseases are hubs. Examples include p53, p21, p27, BRCA1, kalirin, ubiquitin, calmodulin and many others which play central roles in various cellular mechanisms. Cancer-related proteins have, on average, twice as many interaction partners as non-cancer proteins in protein-protein interaction networks [Jonsson and Bates, 2006]. However, as observed already, this fact may be attributed to the the more extensive study of cancer-related proteins that led to their higher connectivity. The analysis of network properties with a systems biology approach that studies the combined effect of sets of proteins and relations between essentiality and degree may provide the rationale for combinatorial drugs that target less prominent nodes to increase drug efficacy and create fewer side effects [Hase et al., 2009, Keskin et al., 2007]. We will certainly see many research endeavors in this area in the next years.
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Figure 1: The PPI network of the Kaposi herpes virus (left); the structure of the yellow protein of the network in complex with one of its interacting partners (pdb entry: 2j7q) (right).