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Abstract

The discovering of semantic information embedded within natural language documents can be viewed as a decision making process aimed at assigning a sequence of labels to a set of interdependent variables. This problem can be addressed through a recent and promising model known as Conditional Random Fields (CRFs). Although the Viterbi algorithm can be adopted for solving the CRF inference problem, the introduction of some background knowledge in terms of non-local and non-sequential constraints makes this algorithm no longer applicable. This paper is focused on two main issues: (1) extracting background knowledge from training data and (2) relaxing the inference problem to preserve complex relationships during the output prediction. Experimental results on both real and benchmark data show the potentiality of learning constraints from data as well the proposed inference relaxation.
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1. Introduction

Information Extraction (IE) is a process focused on automatic extraction of structured information from unstructured text sources. One open research field of IE relates to Named Entity Recognition (NER), aimed at identifying and associating atomic elements in a given text to a predefined category such as names of persons, organizations, locations, dates, quantities and so on.

Early NER systems have been defined as rule-based approaches with a set of fixed and manually coded rules provided by domain experts [33, 27, 35, 2]. Considering the costs, in terms of human effort, to reveal and formulate hand-crafted rules, several research communities ranging from Statistical Analysis to Natural Language Processing and Machine Learning have provided valuable contributions for automatically derive models able to detect and categorize pre-defined entities. The first tentative aimed at deriving these rules, under the form of boolean conditions, are based on inductive rule learner where rules can be learnt automatically from labelled examples. The inductive rule learning approach has been instantiated according to different learning paradigm: bottom-up [8, 7, 12], top-down [39, 30, 26, 21] and interactive rule learning [22, 6, 4].

An alternative approach to inductive rule learners is represented by statistical methods, where the NER task is viewed as a decision making process aimed at assigning a sequence of labels to a set of either joint or interdependent variables, where complex relationships can hold among them. This decision making paradigm can be addressed in two different ways: (1) at segment-level, where the NER task is managed as a segmentation problem in which each segment corresponds to an entity label; (2) at token level, where an entity label is assigned to each token of a sentence. Concerning segment-level models [16, 37, 1] the output of the decision process is a sequence of segments, where each segment defines an entity. More formally, a segmentation $s$ of an input sequence of length $N$ is a sequence of segments $s_1...s_p$ such that the last segment ends at $N$, the first segment starts at 1, and segment $s_{j+1}$ begins right after segment $s_j$ ends. Each segment $s_j$ consists of a start position $l_j$, an end position $u_j$, and a label $y_j$ belonging to a set of entity labels $Y$. The second decision making paradigm is represented by token-level models [41, 5, 38, 32, 23, 34, 25], where the unstructured text is tackled as a sequence of tokens and the output of the decision process is a sequence of labels that in consecutive tokens are aggregated with the same entity label. Considering a sequence of token $x = x_1,...,x_N$, the goal is to classify each $x_i$ as one of the entity labels $y_j \in Y$ for originating a tag sequence $y^* = y_1,...,y_N$.

Nowadays, the state-of-the-art model for tackling the NER task is represented by Linear Chain Conditional Random Fields [25], which is a discriminative undirected graphical model - initially defined as token level approach for then be extended as segment level - able to encode known relationships among tokens (observations) and labels (hidden states). The efficiency of Linear Chain Conditional Random Fields (CRF) is strictly related to the underlying Markov assumption: given the observation of a token, the corresponding hidden state depends only on the labels of its adjacent tokens. In order to efficiently enhance the description power of CRF, during the last ten years several approaches have been proposed to enlarge the information set exploited during training and inference. In particular, two main research directions have been investigated: (1) relaxing the Markov assumption [37, 14, 1] to model long distance relationships and (2) introducing additional domain knowledge in terms of logical constraints during the inference phase [24, 36, 10, 9, 17]. Considering that the relaxation of the Markov assumption implies an increasing computational complexity related to the training and inference phase, in this paper we focused our attention on constraining the inference phase by addressing two main issues: learning declarative rules from data and including them through soft constraints into
an integer linear programming (ILP) formulation to support the inferences task. In this way, conflicts between the labels of different target variables can be solved by correcting mistakes of local predictions through constraints able to produce best global assignment. In particular, standard CRFs are enhanced in a two stages approach, where the “extra knowledge” related to long distance relationships is represented through declarative rules learned from training data. The label assignment problem is therefore tackled through a constrained optimization problem where the logical rules that should be preserved are easily introduced as linear inequalities. This approach, as shown by the experimental results, makes it possible to significantly improve the performances of CRF in NER tasks.

The main outline of the paper is the following. In section 2 a brief review of CRF is presented along with a background overview of the training phase, joint with the most relevant inference approaches able to include domain constraints. In section 3 the proposed soft-constrained inference approach based is detailed by focusing on learning constraints from data and by presenting the mathematical programming formulation. In section 4 the experimental investigation on real and benchmark datasets is described, while in section 5 conclusions and ongoing research are summarized.

2. Conditional Random Fields

A Conditional Random Field is an indirected graphical model that define a single joint distribution \( P(y|x) \) of the predicted labels (hidden states) \( y = y_1, \ldots, y_N \) given the corresponding tokens (observations) \( x = x_1, \ldots, x_N \). Formally, the definition of CRF [25] is given subsequently:

**Definition 1 (Conditional Random Fields)** Let \( G = (V,E) \) be a graph such that \( Y = (Y_v)_{v \in V} \), so that \( Y \) is indexed by the vertices of \( G \). Then \( (X,Y) \) is a Conditional Random Field, when conditioned on \( X \), the random variables \( Y_v \) obey the Markov property with respect to the graph: \( p(Y_v|X,Y_w, w \neq v) = p(Y_v|X,Y_w, w \sim v) \), where \( w \sim v \) means that \( w \) and \( v \) are neighbors in \( G \).

According to the Hammersley-Clifford theorem [20, 13], given \( \mathcal{C} \) as the set of all cliques in the graph, a CRF model defines a conditional probability distribution over \( G \):

\[
p(y|x) = \frac{1}{Z(x)} \prod_{C \in \mathcal{C}} \Phi_C(x, y)
\]

where \( \Phi_C \) represents the set of maximal cliques \( C \in \mathcal{C} \), the vertices \( x_C \) and \( y_C \) of the clique \( C \) correspond to hidden states \( y \) and observations \( x \), and \( Z(x) \in [0,1] \) is the partition function for global normalization. Formally \( Z(x) \) is defined as:

\[
Z(x) = \sum_{y} \prod_{C \in \mathcal{C}} \Phi_C(x, y_C)
\]

Considering that each clique \( \Phi_C(\cdot) \in \mathcal{C} \) can encode one or more potential functions (in this case we consider the log-linear ones), the probability of a sequence of label \( y \) given the sequence of observations \( x \) can be written as:

\[
p(y|x) = \frac{1}{Z(x)} \exp \left( \sum_{t=1}^{N} \sum_{k=1}^{K} \omega_k f_k(y_t, y_{t-1}x, t) \right)
\]

where \( f_k(y_t, y_{t-1}x, t) \) is an arbitrary real-valued feature function over its arguments and \( \omega_k \) is a learned weight that tunes the importance of each feature function. In particular when for a
token \(x_t\) a given feature function \(f_k\) is active, the corresponding weight \(\omega_k\) indicates how to take into account \(f_k\): (1) if \(\omega_k > 0\) it increases the probability of the tag sequence \(y\); (2) if \(\omega_k < 0\) it decreases the probability of the tag sequence \(y\); (3) if \(\omega_k = 0\) has no effect whatsoever.

The partition function \(Z(x)\) is an instance-specific normalization function formally defined as:

\[
Z(\bar{x}) = \sum_{\bar{y}} \left\{ \exp \sum_{k=1}^{K} \omega_k f_k(y_t, y_{t-1}, x, t) \right\}
\]  

(4)

The conditional probability distribution can be estimated by exploiting two different kinds of feature functions such that \(p(y|x)\) can be rewritten as follows:

\[
p(\bar{y}|\bar{x}) = \frac{1}{Z(\bar{x})} \exp \left( \sum_{t=1}^{T} \sum_{i}^{I} \lambda_i s_i(y_t, x, t) + \sum_{j}^{J} \mu_j t_j(y_{t-1}, y_t, x, t) \right)
\]

(5)

where \(I\) and \(J\) represent the given and fixed set of state feature function \(s_i(y_t, x, t)\) and transition feature function \(t_j(y_{t-1}, y_t, x, t)\), while \(\lambda_i\) and \(\mu_j\) are the corresponding weights to be estimated from training data. State feature function and transition feature function model respectively the sequence of observations \(x\) with respect to the current state \(y_t\) and the transition from the previous state \(y_{t-1}\) to the current state \(y_t\). The parameters \(\lambda_i\) and \(\mu_j\) are used to weight the corresponding state and transition feature function.

The choice of the feature functions strongly depends from the application context; for example, in the NER cases considered in this paper, a typical state feature function is XXXX, while a transition feature function could be YYYYY.

### 2.1. Training: estimating the parameters of CRF

The learning problem in CRF relates to the identification of the best feature functions \(s_i(y_t, x, t)\) and \(t_j(y_{t-1}, y_t, x, t)\) by unrevealing the corresponding weights \(\lambda_i\) and \(\mu_j\). These parameters can be quantified either by exploiting some background domain knowledge or by learning from training data. When no background knowledge is available, several learning approaches can be adopted for estimating \(\lambda_i\) and \(\mu_j\). Among them a widely used approach consists of maximizing the conditional log-likelihood of the training data. Given a training set \(\mathcal{T}\) composed of training samples \((x, y)\), with \(y_t\) ranging in the set \(\mathcal{Y}\) of entity labels, the conditional (penalized) log-likelihood is defined as follows:

\[
\mathcal{L}(\mathcal{T}) = \sum_{(\bar{x}, \bar{y}) \in \mathcal{T}} \log p(\bar{y}|\bar{x}, \lambda, \mu) - \sum_{i=1}^{|I|} \frac{\lambda_i^2}{2\sigma_\lambda^2} - \sum_{j=1}^{|J|} \frac{\mu_j^2}{2\sigma_\mu^2} \\
= \sum_{(\bar{x}, \bar{y}) \in \mathcal{T}} \sum_{t=1}^{T} \sum_{i}^{I} \lambda_i s_i(y_t, x, t) + \sum_{j}^{J} \mu_j t_j(y_{t-1}, y_t, x, t) - \log Z(x)
\]

(6)

where the terms \(\sum_{i=1}^{|I|} \frac{\lambda_i^2}{2\sigma_\lambda^2}\) and \(\sum_{j=1}^{|J|} \frac{\mu_j^2}{2\sigma_\mu^2}\) map a Gaussian prior on \(\lambda\) and \(\mu\) used for avoiding overfitting.
The objective function $L(T)$ is concave, and therefore both parameters $\lambda$ and $\mu$ have a unique set of global optimal values. A standard approach to parameter learning computes the gradient of the objective function to be used in an optimization algorithm [25, 40, 29, 28]. Among them we choose the quasi-Newton approach known as Limited-memory Broyden-Fletcher-Goldfarb-Shanno (L-BFGS) [28] due the main advantage of providing a dramatic speedups in case of huge number of feature functions.

2.2. Inference: finding the most probable state sequence

The inference problem in CRF corresponds to find the most likely sequence of hidden state $y^*$, given the set of observation $x = x_1, \ldots, x_N$. This problem can be solved approximately or exactly by determining $y^*$ such that:

$$y^* = \arg \max_y p(\vec{y} | \vec{x})$$ (7)

The most common approach to tackle the inference problem is represented by the Viterbi algorithm [3, 31]. Now, consider $\delta_t(y_j | \vec{x})$ as the probability of the most likely path of generating the sequence $y^* = y_1, y_2, \ldots, y_j$. This path can be derived by one of the most probable paths that could have generated the subsequence $y_1, y_2, \ldots, y_{j-1}$. Formally, given $\delta_t(y_j | \vec{x})$ as

$$\delta_t(y_j | \vec{x}) = \max_{y_1, y_2, \ldots, y_{j-1}} p(y_1, y_2, \ldots, y_j | \vec{x})$$ (8)

we can derive the induction step as:

$$\delta_{t+1}(y_j | \vec{x}) = \max_{y' \in S} \left[ \delta_t(y') \Phi_{t+1}(\vec{x}, y, y') \right] = \max_{y' \in S} \left[ \delta_t(y') \exp \left( \sum_{k=1}^{K} \omega_k f_k(y_j, y', \vec{x}, t) \right) \right]$$ (9)

The recursion terminates in $y^* = \arg \max_{y_j} [\delta_T(y_j)]$, allowing the backtrack to recover $y^*$.

3. Introducing Background Knowledge in CRF

CRFs, in their native form, are able to capture some local properties through the definition of transition and state feature functions. However, some relationships among output variables (labels to be predicted) could exist when addressing NER problems. For instance, when annotating scientific citations the label Author should appear before the label Title.

Two different strategies are suitable to include relationships in the probabilistic model: the feature way and the constraint way. The first one is concerned with the training phase by the definition of feature functions able to capture different kinds of relationships [37]. The second one relates to the introduction of constraints during the inference phase for preserving the necessary relationships over the output prediction [24, 36, 10, 11]. While the first strategy might lead to intractable training and inference due to the necessity of learning additional parameters or defining higher order models, the second paradigm allows us to keep the model simple by enclosing expressive constraints directly during the inference phase. In this context we can distinguish between constraining the Viterbi algorithm [24, 15] and formulating the inference process as a constrained optimization problem.

The main idea underlying the Constrained Viterbi algorithm is concerned with the clamping of some hidden variables to particular values. The resulting algorithm alters the induction step...
outlined in equation (9) such that \( y^* \) is constrained to pass through a sub-path \( C = (y_t, y_{t+1}, \ldots) \). The constraint \( C \) is encoded in the induction step as follows:

\[
\delta_{t+1}(y_j|\bar{x}) = \begin{cases} 
\max_{y' \in S} \left[ \delta_t(y') \exp \left( \sum_{k=1}^{K} \omega_k f_k(y_j, y', \bar{x}, t) \right) \right] & \text{if } y_j = y_{t+1} \\
0 & \text{otherwise}
\end{cases}
\]

(10)

for all \( y_{t+1} \in C \). For time steps not involved in \( C \) the equation (8) is used instead, restricting the algorithm to only consider paths that respect the defined constraint.

Although the Constrained Viterbi algorithm is suitable to deal with short distance relationships in an efficient way, the introduction of non-local and non-sequential constraints makes this solution no longer applicable. In order to deal with more complex relationships, the inference process can be formulated as a constrained optimization problem. In particular, Roth and Yih have shown in [36], that the most likely sequence of hidden state \( y^* \) given the observation \( x \) can be formulated as a shortest path problem. Given \( n \) tokens and \( m \) labels that each token can take, we can define a graph \( \Omega = (\Phi, \Psi) \) as composed of \( nm + 2 \) nodes and \((n - 1)m^2 + 2m\) edges.

1. The label of each token is represented by a node \( \phi_{iy} \), where \( 0 \leq i \leq n - 1 \) and \( 0 \leq y \leq m - 1 \), while the arc connecting two adjacent nodes \( \phi_{(i-1)y} \) and \( \phi_{iy'} \) is denoted by a directed edge \( \psi_{i,yy'} \) with the associated cost \(- \log(M_i(yy'|x)) \). The problem consists in minimizing the cost of visiting the nodes \( \phi_{iy'} \) along the entire path:

\[
\arg \min_{\bar{y}} - \sum_{i=0}^{n-1} \log(M_i(y, y')|\bar{x}) = \arg \max_{\bar{y}} \prod_{i=0}^{n-1} \log(M_i(y, y')|\bar{x})
\]

(11)

The goal defined in equation (11), which corresponds to find the shortest path along the graph \( \Omega \), can be formulated as an Integer Linear Programming problem that allow us to introduce additional background knowledge in terms of constraints. Let \( e_{i,yy'} \) denote a decision variable restricted to be 1 if the edge \( \psi_{i,yy'} \) is in the shortest path and 0 otherwise. The ILP formulation for the shortest path problem\(^3\) can be formalized as follows:

\[
\max \ Z(e) = \sum_{0 \leq i \leq n-1} \sum_{0 \leq y, y' \leq m-1} \log M_i(y, y') \cdot e_{i,yy'}
\]

(12)

subject to:

\[
\sum_{0 \leq y_1 \leq m-1} e_{i-1,y_1y} - \sum_{0 \leq y_2 \leq m-1} e_{i,y_2y} = 0
\]

(13)

\[
\sum_{0 \leq y \leq m-1} e_{-1,0y} = 1 \quad \text{and} \quad \sum_{0 \leq y \leq m-1} e_{n,y0} = 1
\]

(14)

\[
e_{-1,0y}, e_{i,y_1y}, e_{n,y0} \in \{0, 1\} \quad \forall i, y \text{ s.t. } 0 \leq i \leq n-1, 0 \leq y, y_1, y_2 \leq m - 1
\]

(15)

Some relationships that should be preserved over the output prediction could be smoothly represented as Boolean function and therefore introduced as linear inequalities constraints \([43]\).

\(^1\)Two special nodes denoting the start and end positions of the path are additionally introduced

\(^2\)The weight of each edge corresponds to the exponential in equation (5)

\(^3\)The solution of the shortest path problem corresponds to the output of the Viterbi algorithm
Nevertheless, this approach is based on two main assumptions: (1) constraints must be manually defined by a domain expert; (2) constraints are introduced as “hard”. The implications arisen are concerned with the time consuming activity on defining boolean functions and the satisfiability of constraints with respect to training and testing data (otherwise possible infeasible solutions could be obtained). In order to overcome the mentioned weak points, a combination of learning constraints from data and a two-stages ILP approach is proposed.

3.1. The Proposed Approach

In this section we outline in detail the approach proposed in this paper. First we describe a general approach to extract from the available data additional knowledge in the form of logic rules; then we describe how such knowledge can be embedded in a mathematical model as soft constraints, by relaxing the inference procedure and using a set of additional constraints whose violation is minimized in the objective function.

3.1.1. Learning constraints from data

Some knowledge embedded in the training data could be automatically extracted up front and then included in the inference phase as constraints over the possible output prediction. In a sequential labeling issue, the problem of finding out valuable knowledge can be viewed as a discovery process aimed at revealing common patterns within training data and a subsequent extraction of logical relationships from the identified patterns. The identification of some common patterns and their extraction from data in the form of logic rules is formulated, as originally proposed in [18] and [19], as a sequence of minimum cost satisfiability problems. These problems are solved efficiently with an ad hoc algorithm based on the decomposition strategies presented in [42]. The method adopts a standard learning paradigm where the different tag labels are the classes and the logic rules that are found are able to separate the samples of one class from the samples of the other classes optimizing the information used to define the logic rules with the aim of controlling the performances of the system in a desired direction. The formulas so obtained are in disjunctive normal form (DNF), i.e. they are composed by the disjunction of one or more conjunctive clauses. A specific characteristic of this method is that these clauses have decreasing discrimination power and thus they can be pruned according to their power and to the importance that is given to the rules that explain the outliers that may be present in the training data. Moreover, each conjunctive clause can be easily associated with an integer linear constraints with standard techniques.

Interesting logic relationships that are extracted from data may fall into one of the following categories:

- **Adjacency**: if label $A$ is associated to token $x_i$, then label $B$ must be associated to token $x_{i+1}$

  $$C(\sigma_1) : \sum_{0 \leq y_1 \leq m-1} e_{i-1,y_1} A - \sum_{0 \leq y_2 \leq m-1} e_{i,y_2} B - \sigma \leq 0 \quad (17)$$

- **Precedence**: if label $A$ is associated to token $x_i$, then label $B$ should be associated to token $x_{i+t}$

  $$C(\sigma_2) : \sum_{0 \leq y_1 \leq m-1} e_{i-1,y_1} A - \sum_{0 \leq y_2 \leq m-1} e_{i+t,y_2} B - \sigma_1 \leq 0 \quad (18)$$
• **State Change**: if $x_i$ is a given delimiter punctuation mark (d), then label $A$ and label $B$ should be associated to token $x_{i-1}$ and $x_{i+1}$ respectively

$$C(\sigma_3) : \sum_{0 \leq y_1 \leq m-1} 2(e_{i-1,y_1d}) - \sum_{0 \leq y_2 \leq m-1} e_{i-2,y_2A} - \sum_{0 \leq y_3 \leq m-1} e_{i,By_3} - \sigma_2 \leq 0 \quad (19)$$

• **Begin-End Position**: label $A$ should be associated to token $x_0$

$$C(\sigma_4) : \sum_{0 \leq y_1 \leq m-1} e_{1,Ag_1} - \sum_{0 \leq y_2 \leq m-1} e_{n-1,gy_2B} - \sigma_3 \leq 0 \quad (20)$$

• **Presence and Precedence**: if label $A$ appears, then label $B$ can not appear before label $A$

$$C(\sigma_5) : m(i-2)e_{i,Ag_1} - \sum_{1 \leq t \leq i-2} (1-e_{t,gy_2B}) - \sigma_5 \leq 0 \quad (21)$$

with $2 \leq i \leq n$ and $0 \leq y_1 \leq m-1$

The linear inequality constraints enclose a variable $\sigma_h \in \{0,1\}$, which will indicate in the following two-stages ILP approach when a given logical relationships could not be preserved over the output prediction. The constraints associated with the rules can thus be represented in a compact way with the notation:

$$L \cdot e + \sigma \geq 0$$

where $L$ is a matrix composed of $H$ rows containing the coefficients of the components of vector $e$ for each of the $H$ constraints, and $\sigma$ is the binary vector of size $H$ representing the violation of the constraints.

### 3.1.2. Relaxing Inference using ILP

In order to introduce the automatically learned logical rules for constraining the inference phase, a two-fold approach is proposed. The first step is aimed at determining the optimal solution of the shortest path by solving the problem formulation presented in equations (12) - (14), i.e. to determine the optimal solution $e_{i,yy'}^*$. Concerning the second step, the main idea is to identify a labeling solution consistent with the logical rules previously extracted and to ensure simultaneously a good approximation of the original shortest path solution.

The second step, targeted therefore at minimizing the number of violated constraints, is formulated as follows:

$$\min Z(\sigma) = \sum_h c_h \sigma_h \quad (22)$$

subject to:

$$\sum_{0 \leq i \leq n-1} \sum_{0 \leq y,y' \leq m-1} \log M_i(y,y'|x) \cdot e_{i,yy'} \geq \tau Z(e_{i,yy'}^*) \quad (23)$$

$$\sum_{0 \leq y_1 \leq m-1} e_{i-1,yy_1} - \sum_{0 \leq y_2 \leq m-1} e_{i,yy_2} = 0 \quad (24)$$
\[
\sum_{0 \leq y \leq m-1} e_{1,0y} = 1 \quad \text{and} \quad \sum_{0 \leq y \leq m-1} e_{n,y0} = 1
\] (25)

\[
L \cdot e + \sigma \geq 0
\] (26)

\[
e_{1,0y}, \ e_{i,y1}, \ e_{n,y0}, \ \sigma_k \in \{0,1\}
\] (27)

\[
\forall i,y \text{ s.t. } 0 \leq i \leq n-1, 0 \leq y \leq m-1
\] (28)

\[
\sigma_h \in \{0,1\}, \ h = 1, ..., H
\] (29)

The objective function (22) is penalized whenever a logical relationship is violated, i.e. when \(\sigma_h = 1\). Constraints (24) - (29) play the same role as in the shortest path problem, while constraint (23) states that the variables \(e_{iyy'}\) should assume values to guarantee a solution close to the shortest path one. This lower bound ensures the current solution of \(Z(\sigma)\), which originates a novel configuration of \(e_{iyy'}\), to be coherent to the solution determined at the first step according to the threshold \(\tau\). The parameter \(c_h\) represents the cost of violating a given constraint associated to the variable \(\sigma_h\). In particular, such cost is proportional to the occurrence of a clause in the training data and represents the (log) probability that the corresponding constraint is violated. Given a clause \(L_h\) representing the logical relationship among labels (for instance label A should appear before label B), the cost \(c_h\) of violating the corresponding constraint indexed by \(\sigma_h\) is computed as follows:

\[
c_h = \log P\left(\frac{|D(L_h)|}{|D(L_h)| + |\overline{D}(L_h)|}\right)
\] (30)

where \(D(L_h)\) denotes the set of true clauses and \(\overline{D}(L_h)\) represents the set of clauses that are not satisfied in training data.

4. Experimental Results

The proposed method has been tested with success on different benchmark data. Particular attention has been given the methods used to evaluate and compare the performance of the method, as detailed in the following section.

4.1. Performance criteria

The performance in terms of effectiveness has been measured by using four well known evaluation metrics, i.e. F-Measure, Precision, Recall and Accuracy. The F-Measure metric represents a combination of Precision and Recall typical of Information Retrieval. Given a set of labels \(Y\) we compute the Precision and Recall for each label \(y \in Y\) as:

\[
\text{Precision}(y) = \frac{\# \text{ of tokens successfully predicted as } y}{\# \text{ of tokens predicted as } y}
\] (31)

\[
\text{Recall}(y) = \frac{\# \text{ of tokens successfully predicted as } y}{\# \text{ of tokens effectively labelled as } y}
\] (32)

The F-Measure for each class \(y \in Y\) is computed as the harmonic mean of Precision and Recall:

\[
F(y) = \frac{2 \cdot \text{Recall}(y) \cdot \text{Precision}(y)}{\text{Recall}(y) + \text{Precision}(y)}
\] (33)
Concerning the Accuracy measure, it can be summarized as follows:

\[
\text{Accuracy} = \sum_{y_j \in Y} \frac{\text{# of tokens correctly labelled as } y_j}{\text{total number of tokens}}
\]  

(34)

Considering that the datasets are composed of unbalanced samples of different labels, for Precision, Recall and F-Measure, both micro and macro average have been computed. The main difference between micro and macro measures relates to the computation of global performance: macro-averaging gives equal weight to each label category (independently from the category size), while micro-averaging consider the contribution of each label class according to its dimension. While computing macro-average performance indicators, a global performance is determined by the average of performance along the considered labels, the micro-average computation takes into account the contribution of each label category according to its dimension.

4.2. Datasets

In order to compare the proposed model with traditional CRFs, we carried out experiments on several datasets: Cora, Cora-Real and US50. The Cora citation benchmark is composed of 500 citations of research papers annotated with 13 different labels: Title, Author, Book Title, Date, Journal, Volume, Technology, Institution, Pages, Editor, Location, Notes. The benchmark has been split for training and testing the models: 350 instances have been used as training set, while the remaining 150 instances as testing.

<table>
<thead>
<tr>
<th></th>
<th>Cora</th>
<th>Cora-Real</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Train</td>
<td>Test</td>
</tr>
<tr>
<td>Author</td>
<td>1948</td>
<td>801</td>
</tr>
<tr>
<td>Title</td>
<td>2585</td>
<td>1103</td>
</tr>
<tr>
<td>Publisher</td>
<td>226</td>
<td>61</td>
</tr>
<tr>
<td>Booktitle</td>
<td>1414</td>
<td>477</td>
</tr>
<tr>
<td>Data</td>
<td>452</td>
<td>187</td>
</tr>
<tr>
<td>Journal</td>
<td>402</td>
<td>219</td>
</tr>
<tr>
<td>Volume</td>
<td>216</td>
<td>104</td>
</tr>
<tr>
<td>Technology</td>
<td>173</td>
<td>57</td>
</tr>
<tr>
<td>Institution</td>
<td>236</td>
<td>71</td>
</tr>
<tr>
<td>Pages</td>
<td>500</td>
<td>208</td>
</tr>
<tr>
<td>Editor</td>
<td>151</td>
<td>74</td>
</tr>
<tr>
<td>Location</td>
<td>208</td>
<td>95</td>
</tr>
<tr>
<td>Note</td>
<td>116</td>
<td>17</td>
</tr>
<tr>
<td><strong>Tot.</strong></td>
<td><strong>8627</strong></td>
<td><strong>3474</strong></td>
</tr>
</tbody>
</table>

Table 1: Cora and Cora-Real label distribution
An additional (real) dataset concerning the citation of scientific papers has been collected and named \textit{Cora-Real}, which comprises 5000 instances used as testing (the model has been induced by using the 150 training instances of the Cora benchmark). This dataset has been obtained by downloading the citations from popular sources collecting citations according to Springer-Verlag, ACM, IEEE and CiteSeer formats. The last dataset, named \textit{US50}, is about US Postal Addresses. It is composed of 740 instances, where 50 are used as training and 690 as testing. Each postal address has been manually annotated according the following labels: \textit{Street}, \textit{City}, \textit{Civic Number}, \textit{State} and \textit{Zip Code}. A summary of the considered datasets is reported in Table 1 and Table 2.

\begin{table}[h]
\centering
\begin{tabular}{|c|c|c|}
\hline
& \textbf{US50} & \\
& \textbf{Train} & \textbf{Test} \\
\hline
Street & 228 & 1782 \\
City & 61 & 866 \\
Civic Number & 45 & 597 \\
State & 50 & 689 \\
Zip Code & 50 & 689 \\
\hline
\textbf{Tot.} & \textbf{434} & \textbf{4623} \\
\hline
\end{tabular}
\caption{US50 label distribution}
\end{table}

\subsection{4.3. Results}

We evaluated the proposed inference approach by measuring its ability to predict the correct token labels by training and testing CRFs. In particular, the proposed inference relaxation has been compared with of the state-of-the-art Viterbi algorithm. Tables 3-5 report the performance on the considered datasets, both in terms of macro and micro average, of Precision (P), Recall (R), F-Measure (F) and Accuracy (A).

\begin{table}[h]
\centering
\begin{tabular}{|c|c|c|c|c|c|c|c|}
\hline
& \multicolumn{3}{|c|}{\textbf{Macro-Average}} & \multicolumn{3}{|c|}{\textbf{Micro-Average}} \\
& P & R & F & P & R & F & A \\
\hline
Baseline (Viterbi) & \textbf{85.49} & 72.02 & 76.36 & 87.27 & 87.10 & 86.65 & 87.13 \\
Adiacency & 78.56 & 78.37 & 78.01 & 88.07 & 87.84 & 87.77 & 87.85 \\
Precedence & 77.13 & 78.48 & 76.55 & 86.95 & 85.92 & 85.79 & 85.00 \\
State Change & 81.34 & 78.95 & 79.93 & 90.53 & 90.32 & 90.27 & 90.32 \\
Begin-End & 84.49 & 72.00 & 76.12 & 87.47 & 87.00 & 86.49 & 87.91 \\
Presence and Precedence & 79.59 & 78.27 & 78.60 & 87.81 & 87.70 & 87.59 & 87.70 \\
All Constraints & 84.40 & \textbf{79.99} & \textbf{82.19} & \textbf{92.31} & \textbf{91.34} & \textbf{91.42} & \textbf{92.89} \\
\hline
\end{tabular}
\caption{Performance comparison on the Cora benchmark}
\end{table}
The performance are detailed by showing at first the results of the baseline inference approach (Viterbi) and then illustrating the contribution of the considered soft constraints on the relaxed ILP formulation. The learned constraints, in most cases, allows the relaxed inference to achieve good performance of the assessed criteria, by ensuring significant improvements with respect to the Viterbi solution. When introducing all the modeled constraints in the soft ILP formulation, the proposed approach achieves the highest results.

<table>
<thead>
<tr>
<th></th>
<th>Macro-Average</th>
<th>Micro-Average</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>P</td>
<td>R</td>
<td>F</td>
</tr>
<tr>
<td>Baseline (Viterbi)</td>
<td>46.49</td>
<td>21.28</td>
<td>18.53</td>
</tr>
<tr>
<td>Adiacency</td>
<td>44.31</td>
<td>45.12</td>
<td>42.90</td>
</tr>
<tr>
<td>Precedence</td>
<td>42.56</td>
<td>46.78</td>
<td>42.85</td>
</tr>
<tr>
<td>State Change</td>
<td>45.50</td>
<td>46.78</td>
<td>42.91</td>
</tr>
<tr>
<td>Begin-End</td>
<td>45.38</td>
<td>43.36</td>
<td>42.32</td>
</tr>
<tr>
<td>Presence and Precedence</td>
<td>44.62</td>
<td>44.23</td>
<td>42.03</td>
</tr>
<tr>
<td>All Constraints</td>
<td>45.63</td>
<td>46.94</td>
<td>43.06</td>
</tr>
</tbody>
</table>

Table 4: Performance comparison on the Cora-Real dataset

It’s easy to note that for the Cora-Real dataset, the obtained results are remarkable: while the Viterbi algorithm shows poor performance, the proposed approach confirms its robustness by ensuring satisfactory results on this more complex test case.

<table>
<thead>
<tr>
<th></th>
<th>Macro-Average</th>
<th>Micro-Average</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>P</td>
<td>R</td>
<td>F</td>
</tr>
<tr>
<td>Baseline (Viterbi)</td>
<td>89.48</td>
<td>90.06</td>
<td>86.57</td>
</tr>
<tr>
<td>Adiacency</td>
<td>89.61</td>
<td>90.31</td>
<td>86.91</td>
</tr>
<tr>
<td>Precedence</td>
<td>90.74</td>
<td>90.42</td>
<td>87.52</td>
</tr>
<tr>
<td>State Change</td>
<td>90.02</td>
<td>91.05</td>
<td>87.07</td>
</tr>
<tr>
<td>Begin-End</td>
<td>90.00</td>
<td>90.89</td>
<td>87.95</td>
</tr>
<tr>
<td>Presence and Precedence</td>
<td>90.63</td>
<td>91.13</td>
<td>87.93</td>
</tr>
<tr>
<td>All Constraints</td>
<td>91.23</td>
<td>91.90</td>
<td>88.75</td>
</tr>
</tbody>
</table>

Table 5: Performance comparison on the US50 dataset

It’s also interesting to highlight that the gains of the relaxed ILP formulation are larger when the dataset shows complex structural relationships among token labels, as for instance in the Cora and Cora-Real datasets. While the Viterbi algorithm could be “biased” by transition feature function encoded in $\log M_i(y, y'|x)$, which captures only local relationships, the proposed approach is able to find a more appropriate labeling solution thanks to the global relationships encoded as constraints.
5. Conclusions and Ongoing Research

In this paper we have presented a two-fold approach for relaxing inference related to NER problems by using Conditional Random Fields. The proposed solution is based on the automatic extraction of background knowledge from training data and in the incorporation of such knowledge in the inference problem. The whole process is based on the use of integer linear programming to represent the Viterbi algorithm for CRF inference and on its relaxation to incorporate the additional knowledge as soft constraints in the ILP model. The adoption of a relaxation of the inference problem and the use of properly weighted violation variables for the additional constraints is designed to preserve complex relationships during the output prediction.

Experimental tests show that our system significantly outperforms the current state of the art approach, obtaining remarkable performance gains across several domains and types of data (benchmark and real datasets).
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