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Abstract

Alzheimer's disease (AD) is the most widespread form of dementia. It is a neurodegenerative disorder, for which actually no cure is known. Furthermore, a particular disease called Mild Cognitive Impairment (MCI) affects patients that suffer of some isolated cognitive deficit due to which they could develop AD. Advances in bioinformatics and clinical informatics assist the medical doctors to manage the exponential growth of demented patient data. Several clinical data sets are available from electronic health records in medical environments. In particular, Electroencephalography (EEG) appears as non-invasive and repeatable technique to diagnose brain abnormalities. The open challenge is to perform clinical studies in order to shed light on biological and medical questions related to AD and MCI. Despite of technological advances, the analysis of EEG continues to be carried out by experts, who are subject to laborious interpretation of the spectrum. Computational methods may lead to a quantitative analysis of these signals and hence to characterize EEG time series. The aim of this work is to achieve an automatic patients classification from the EEG biomedical signals involved in AD and MCI in order to support medical doctors in the right diagnosis formulation. The analysis of the biological EEG signals requires effective and efficient computer science methods to extract relevant information. Data mining, which guides the automated knowledge discovery process, is a natural way to approach EEG data analysis. Specifically, in our work we apply the following analysis steps: (i) pre-processing of EEG data; (ii) processing of the EEG signals by the application of time-frequency transforms; and (iii) classification by means of new and well-known machine learning methods. We obtain promising results from the classification of AD, MCI and control patient samples and we plan to extend the analysis and the pre-processing step by using different Time-frequency Transform and dedicated tools.
1. Introduction

Alzheimer’s disease (AD) is regarded to be the most widespread form of dementia [5]. Alzheimer is a neurodegenerative disease whose symptoms are the loss of memory and cognitive impairments able to affect social and occupational activities. Currently, no drugs are known to cure AD and the average survival times from onset of dementia is about 4.5 years, with a peak of 11 years for younger patients (65-70 years at diagnosis) [38]. Three different phases characterize the AD progression: mild, moderate, and severe. Moreover, a preclinical stage, called Mild Cognitive Impairment (MCI), affects patients that suffer from some isolated cognitive deficit due to which they could develop AD [30], [31]. Diagnosing MCI and mild AD is hard, because most symptoms are often ascribed to normal consequences of ageing. Nowadays, the diagnosis requires a combination of physical, neurological, and neuropsychological evaluations, and a variety of other diagnostic tests including imaging techniques. Nevertheless, the final diagnosis can only be defined with a histopathological analysis of the brain [7]. However, early diagnosis of potential AD is crucial for the adoption of therapeutic strategies able to slow the progression of the disease.

In recent years, several studies investigated ElectroEncephalography (EEG) as prominent candidate for diagnosing AD [17], [13], [26]. The EEG is a non-invasive recording of the electrical spontaneous activity of the brain measured at different sites of the scalp [24] and hence the EEG signals can indirectly contain information about physiological conditions related to the brain. The brain activity is characterized by several rhythms that are distinguished by their different frequency ranges. The main five brain rhythms are the following: delta rhythm (0.5-4 Hz), theta rhythm (4-7 Hz, with an amplitude greater than 20 $\mu$V), alpha rhythm (8-13 Hz, with an amplitude of 30-50 $\mu$V), beta rhythm (13-30 Hz, with a low amplitude ranging from 5 to 30 $\mu$V) that is usually related to active thinking and attention, outside world, and problems solving, and finally the gamma rhythm (≥ 30 Hz), generally related to the mechanism of consciousness. Then, assuming that an EEG recorded under resting conditions can be representative of the brain global state, particular frequency patterns are supposed to be meaningful for recognizing abnormalities [16]. Therefore, we can formulate as working hypothesis that EEG time series related to healthy controls are different from those corresponding to patients affected by neurodegenerative diseases (e.g., Alzheimer) or other pathologies (e.g., epilepsy).

Different studies have shown that AD has (at least) three major effects on EEG: reduce complexity, slowdown of signals, and perturbations in EEG synchrony [13]. On one hand, studies on spectral analysis have shown that AD patients increase activity in the delta and theta frequency bands, while decrease activity in the alpha and beta bands [9], [2], [8], suggesting a slow-down of the EEG signal [25] (i.e., the signal frequency is lower than would be expected for the patient’s age and level of alertness). On the other hand, studies on nonlinear dynamics analysis have agreed that AD leads to changes in the architecture of the neural network with a decrease of complexity in EEG temporal patterns [4], [28]. In fact, EEG of AD and MCI patients seems to be more regular than in age-matched control subjects, suggesting that MCI and AD can induce loss of neurons, alter their functional interactions, and hence make neural activity dynamics simpler and more predictable [12]. Furthermore, it has been recently suggested [12] that the slow-down and the loss of complexity in the EEG signals are strongly correlated. However, since there tends to be large variability among AD and MCI patients, the main issue in the analysis of EEG signals relies on the artifacts and patterns similarities to those corresponding to normal activities. Therefore, there has been growing interest of the scientific community in developing automated EEG analysis systems in order to improve the sensitivity of EEG for detecting AD and reducing the analysis times, especially when long recording are required [35].

In this work, we present how a computer aided technique based on EEG-signal preprocessing, spectrum analysis, and automatic classification with supervised machine learning methods may support the diagnosis of different dementia related pathologies (e.g., AD and MCI) and help to discriminate the healthy control subjects (later referred to as CT).

2. Materials and Methods

In dealing with EEG processing, an important issue resides on the huge number of dimensions used to describe each sample (also referred to as features). It is due firstly to the non-stationarity of the
Table 1: Data set Description

<table>
<thead>
<tr>
<th>Clinical Condition</th>
<th>N. of subjects [%]</th>
<th>Age (mean ± std.dev. [years])</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Female</td>
<td>Male</td>
</tr>
<tr>
<td>CT</td>
<td>5 (36%)</td>
<td>9 (64%)</td>
</tr>
<tr>
<td>AD</td>
<td>29 (59%)</td>
<td>20 (41%)</td>
</tr>
<tr>
<td>MCI</td>
<td>20 (54%)</td>
<td>17 (46%)</td>
</tr>
<tr>
<td><strong>Tot</strong></td>
<td>54 (54%)</td>
<td>46 (46%)</td>
</tr>
</tbody>
</table>

EEG signals that leads to the features computation in a time-dependent way, and secondly to the large number of EEG channels. Therefore, EEG recognition procedure mainly includes three main steps: data collection and pre-processing, feature extraction, and classification.

2.1. Participants

We enrolled 86 patients referred for dementia to IRCCS Centro Neurolesi Bonino-Pulejo from April 2012 to July 2013 (49 women and 37 men), and 14 healthy controls (CT) (5 women and 9 men). According to the World Health Organization definition, an exper: neurologist classified the patients in affected by MCI or affected by AD. The mean age of the enrolled AD, MCI, and CT patients (average ± standard deviation) was 78.4 ± 6.4, 74.1 ± 9.4, 64.1 ± 9.4 years, respectively. All three subject categories (MCI, AD, CT) were homogeneous for age and gender, indeed, the chi-square test did not show statistically significant association between gender and clinical condition (p > 0.05), as well as the two-tailed t-test did not find statistically significant difference in age between women and men (p > 0.05 for each subject’s category). A more detailed description of the subject characteristics is reported in Table 1. All recruited subjects signed an informed consent to enter the study, which was approved by the Ethical Committee of the IRCCS Centro Neurolesi “Bonino-Pulejo”. Inclusion (enrolment) criteria were a negative anamnesis for neurological comorbid disease, and the ability to undergo to the EEG recording; whereas, the only exclusion criterion was the assumption of a pharmacological treatment that should modify the electrical brain activity.

2.2. Data Collection and Pre-processing

Multi-channel EEG signals have been recorded using monopolar connections with earlobe electrode landmark [94]. The electrodes position over the scalp has been obtained according to the 10-20 International System for the electrode placement (i.e., Fp1, Fp2, F7, F3, Fz, F4, F8, T3, C3, Cz, C4, T4, T5, P3, Pz, P4, T6, O1, O2). An example of the EEG electrode placement is given in Figure 1. The electrodes measure the weak electrical potentials produced by the brain activities in the range of µVolt. Recordings have been performed in the resting state with closed eyes. In this way, it may be assumed that different brain regions are governed by the same dynamic process. Data have been collected with a signal duration of 300 seconds and at a sampling frequency of 1024 and 256 samples per second. In order to reduce the EEG background artifacts, we extract only 180 seconds for each signal (i.e., from 60 to 240 seconds) and we transform each one at 256 samples per second. Summarizing, the EEG potentials have been recorded from human samples belonging to three categories:

1. patients affected by AD;
2. patients affected by MCI;
3. healthy control samples (CT).

An example of the extracted EEG recordings of 180 seconds for each category are drawn in Figure 2, Figure 3, and Figure 4, respectively.
2.3. Feature Extraction

The Feature Extraction step aims to extract desirable features from the rough time domain EEG signal. It has been shown that features extracted in frequency domain are one of the best solution to recognize the mental tasks starting from EEG signals [1]. We analyze the biomedical signal by means of the Fast Fourier Transform (FFT) which is based on the application of the Discrete Fourier Transform (DFT) to the signal in order to estimate its spectrum [33]. The DFT formula is the following:

\[ X[k] = \sum_{s=0}^{S-1} x[s]e^{-j2\pi ks/N} \]  \hspace{1cm} (1)
Figure 3: First three EEG electrode recordings of 180 seconds for a MCI diseased patient.

Figure 4: First three EEG electrode recordings of 180 seconds for a CT sample.

with:

- $x$: the time series signal (the data), $s = 0, 1, \ldots, S - 1$;
- $S$: the total number of samples in signal $x$;
• $X$: the frequency domain representation of the time-series signal $x$;

• $k$: the $k$-th frequency component, $k = 0, 1, \ldots, S - 1$;

• $s$: the $s$-th sample in the time domain;

• $e_k[s] = e^{-\frac{j2\pi k s}{S}}$: the $k$-th basis function.

$e_k[s]$ is computed at the same times $s$ when the recorded signal $x[s]$ is sampled. Such a formula yields as output one complex number $X[k]$ for each $k$ component.

Since EEG signal is non stationary, its spectrum changes with time and thus this signal can be approximated as an array of independent stationary signal components. In order to perform the next step, data collected and processed by extracting the Fourier Coefficients ($N$) require to be converted in a comma-separated matrix file. A schema of the matrix data representation is given in Table 2.

We have implemented the spectral analysis in MATLAB® [29]. MATLAB® is an high-level technical computing language whose key feature relies on its interactive environment for algorithm development, data visualization and analysis, signal processing, numerical integration, and several additional application fields. Specifically, we use the Fast Fourier Transform functions (FFT) to perform the EEG signals processing.

2.4. Classification

The classification step aims to assign an unknown instance into a given class based on its features [15] (e.g., AD-MCI). An additional goal is also to compute a clear and compact classification model that fits the data: for example, the "if-then" rules (e.g., if feature$X > 6$ and EEG signal01 < 0.4 then the patient sample is AD). The classification model can be a valid aid for the medical doctors and investigators to extract the clinical variables associated to neuropathologic diseases and to formulate a diagnosis for new patients.

We adopt an automatic classification approach, known as supervised learning: unknown objects are automatically assigned to a class by analyzing their attributes (features) by using a classification model computed from objects with a known class (training set). Each object is composed of a tuple $(x_i, c_i)$ where $x_i$ is the $n$-dimensional attribute set and $c$ is the class of the $i$-th object (assume $c_i \in C = c_1, \ldots, c_m$, with $m$ number of classes). A formulation of the classification problem is the following: given $i$ objects \{ $x_1 \ldots x_i$ \} whose class is known, build a function and use it to classify new objects, whose class is unknown. This function is called also classifier and is defined as $\bar{c}: \mathbb{R}^d \rightarrow C$. The goal is to have $\bar{c}(x_i) = c_i$, for each $x_i$.

For evaluating the classification performance we adopt:

- **Accuracy ($A$), or correct rate**

\[
A = \frac{TP + TN}{TP + TN + FP + FN};
\]

(2)

- **Precision ($P$), or Positive Predictive Value (PPV)**

\[
P = \frac{TP}{TP + FP};
\]

(3)

Table 2: Example of the experiment data set with $P=n^o$ of patients, $M=n^o$ of electrodes, $N=n^o$ of Fourier Coefficients

<table>
<thead>
<tr>
<th>Patient</th>
<th>Fourier$_{(1,1)}$</th>
<th>\cdots</th>
<th>Fourier$_{(M,MN)}$</th>
<th>Class</th>
</tr>
</thead>
<tbody>
<tr>
<td>sample1</td>
<td>value$_{(1,1)}$</td>
<td>\cdots</td>
<td>value$_{(1, MN)}$</td>
<td>AD</td>
</tr>
<tr>
<td>sample2</td>
<td>value$_{(2,1)}$</td>
<td>\cdots</td>
<td>value$_{(2, MN)}$</td>
<td>MCI</td>
</tr>
<tr>
<td>sampleP</td>
<td>value$_{(P,1)}$</td>
<td>\cdots</td>
<td>value$_{(P, MN)}$</td>
<td>Control</td>
</tr>
</tbody>
</table>
8.

- **Recall** \( (R) \), or True Positive Rate (TPR) or sensitivity

\[
R = \frac{TP}{TP + FN};
\]

- **Specificity** \( (S) \), or True Negative Rate (TNR)

\[
S = \frac{TN}{TN + FP};
\]

- **F-measure** \( (F) \)

\[
F = \frac{2P \cdot R}{P + R};
\]

where:

- **True Positives** \( (TP) \): objects of that class recognized in the same class;
- **False Positives** \( (FP) \): objects not belonging to that class recognized in that class;
- **True Negatives** \( (TN) \): objects not belonging to that class and not recognized in that class;
- **False Negatives** \( (FN) \): object belonging to that class and not recognized in that class.

In order to increase the robustness of our classification analysis, we use the cross validation approach. Cross validation is a standard sampling technique that splits the data set in a random way in \( k \) disjoint sets; then, the classification procedure is run \( k \) times with different sets. At a generic run \( k \) the \( k - 1 \) sets are merged and used as training set for building the model. Each of the \( k \) sets contains a random distribution of the data. The cross validation sampling procedure builds \( k \) models and each of this model is validated with a different set of data. Classification statistics are computed for each model and the average of these represents an accurate estimation of the classifier’s performance. Specifically, we use the leave-one-out approach (L-1-out), that represents the degenerate case of a \( k \)-fold cross validation, where \( k \) is equal to the whole number of the given samples. For a data set with \( t \) samples, it performs \( t \) experiments by using \( t - 1 \) samples for the training set, while the remaining one is left for testing.

Currently many classification methods are present in the literature and for our analysis we choose Support Vector Machines, Decision Trees, and Rule-based classifiers. This choice stems from the fact that we aim to test and compare the performance of several supervised approaches, which rely on different mathematical and computational techniques, i.e., functions, trees, and logic formulas (rules).

### 2.4.1. Support Vector Machines

Support Vector Machines (SVM) [11] build a separating hyperplane, which maximizes the minimum distance between the data of different classes in a new space that has been obtained by applying a kernel function to the original data. SVM are particularly suited for binary classification tasks; in this case, the input data are two sets of \( n \) dimensional vectors. More formally, given a training data \( T \) consisting of \( t \) points in \( n \) input vectors where \( T = \{(x_i, c(x_i))|x_i \in \mathbb{R}^n, c(x_i) \in \{-1, 1\}\}_{i=1}^t \) (in this case, the class for each point is labeled -1 or 1) we want to find a hyperplane \( ax = b \) which separates the two classes. Ideally, we want to impose the constraints \( ax_i, b \geq 1 \) for \( x_i \) in the first class and \( ax_i, b \leq -1 \) for \( x_i \) in the second class. These constraints can be relaxed by the introduction of non-negative slack variables \( s_i \) and then rewritten as \( c(x_i)(ax_i - b) \geq 1 - s_i \) for all \( x_i \).

A training data with \( s_i = 0 \) is closest to the separating hyperplane \( \{x : ax = b\} \) and its distance from the hyperplane is called margin. The hyperplane with the maximum margin is the optimal separating hyperplane. It turns out that the optimal separating hyperplane can be found through a quadratic optimization problem, i.e., minimize \( \frac{1}{2} ||a||^2 + C \sum_{i=1}^t s_i \) over all \( (a, b, s) \) which satisfy the constraint
\( c(x_i)(ax_i - b) \geq 1 - s_i \). Here, \( C \) is a margin parameter, used to set a trade off between the maximization of the margin and minimization of classification error. The points that satisfy the previous constraint with the equality are called support vectors. The same reasoning can be applied when the data is transformed with a kernel function, and some theoretical results state that the computational complexity of the method is not affected by the complexity of the kernel function adopted. Support Vector Machines can also be used less effectively for multi-class classification. Basically, in the multi-class case, the standard approach is to reduce the classification to a series of binary decisions, decided by standard Support Vector Machines.

Potential limitations of the method are:

- the high computational requirements for multi-class problems;
- the classification model cannot be interpreted easily in terms of the original variables by domain experts;
- the choice of the right type of kernel function.

In this study, we address these limitations by running the experiments in parallel, by not considering the classification model of SVMs as additional knowledge for AD / MCI, and by testing different kernel functions (i.e., linear and polynomial with coefficients 2 and 3). Indeed, the best results are obtained by setting the coefficient of the polynomial kernel function to 2.

### 2.4.2. Decision Trees

Decision Trees (e.g., C4.5 [34]) are used to model sequential decision problems. They are composed of nodes and edges: internal nodes represent the predicate of the objects in the data set, whereas each edge represents a splitting rules over one attributes (typically, binary splitting rules). Indeed, every node has two (or more) outgoing branches: one is associated with objects whose attributes satisfy the predicate, whereas the other to the ones which do not. The attribute classes are represented in the tree by leaf nodes. The classification is given by a model that predicts the class of the object by learning simple decision rules inferred from the data features. The class attribute is then assigned to the object by means of a path from the root to the output leaf node, where the predicates are applied to the object attributes and each node defines the path split. The widespread tree decision classifiers, such as C4.5 [34], rely on entropy rule or information gain rule which finds at each node a predicate that optimizes an entropy function of the defined partition.

Potential limitations of the method are:

- the computation of an optimal decision tree is an NP-complete problem;
- decision trees can be very sensitive to changes in the training data and outliers;
- complexity (too many splits and large trees).

In this work, the limitations of decision trees are handled mainly by proper parameters selection. In particular, we set the minimum instances per leaf to 10, which limits the growth of the tree and the too many splits that may lead to over-fitting, and we use a leave-one-out cross validation sampling scheme for testing all the different training data sets.

### 2.4.3. Rule-based classifiers

Rule-based classifiers [27] assign a given class to each object according to a specific function \( r : \text{condition} \rightarrow c \) (called classification rule), such that the rule \( r \) covers an object \( x \) if the attributes of \( x \) satisfy the condition of \( r \). Therefore, in this type of classification the classifier uses logic propositional formulas in disjunctive or conjunctive normal form ("if then rules") for classifying the given samples.
A logic formula-based classifier classifies on the basis of the formula triggered by the sample. For extracting a set of classification formulas there are two main classes of methods: direct extraction from data and indirect extraction, which extract the formulas from other classification models, like Decision Trees. As an example of indirect method we can derive from a decision tree the logic formulas whose clauses are represented by the paths from the root to the leaves. Direct methods partition the attribute space into smaller subspaces so that all the sample that belong to a subspace can be classified using a single classification formula. Examples of direct methods for computing separating formulas are RIPPER [10], LSQUARE [18], RIDOR [21] and PART [20]. These approaches normally produce sub optimal formulas because the formulas are generated in a greedy way. The major strength of classification formulas is the expressiveness of the models, that are very easy to interpret. Potential limitations of the method are:

- it is susceptible to noise;
- it is high computationally demanding;
- the length of the logic formulas may be not interpretable by humans.

To deal with these limitations, we set a maximum number of 10 attributes (Fourier coefficients) chosen by a feature selection algorithm to perform rules extraction and classification.

2.5. Classification software

Two supervised machine learning software programs have been used to classify patient from the EEG processing signals:

2.5.1. DMB

DMB (Data Mining Big) [37], [3], [19] is a collection of data mining tools engineered for the classification of biological data, characterized by an underlying logic formalization and several optimization problems that are used to formulate different steps of data mining process. The main characteristic of the DMB system is the production of logic formulas as a model to characterize the data. DMB takes as input a matrix containing the elements and their attributes, plus a class label for each element. Regardless of the form of the input data it returns as output an explanation in terms of logic formulas of the type if [(X is in Ax) and (Y is in Ay)] or (Z is in Az)] then CLASS = C, where X, Y, Z are attributes of the elements, Ax, Ay, Az are set of possible values that the attributes can take, and C is one of the classes in which the elements are partitioned.

DMB is composed of five main steps:

1. discretization: transformation of numerical features into discrete ones;
2. discrete cluster analysis: clustering of the features with the same behaviours;
3. feature selection: selection of the features that are considered to be more relevant;
4. logic formulas extraction;
5. classification.

DMB is composed of different multi-purpose tools such as BLOG, MALA, and DMIB designed to address the analysis of several biological data (e.g., DNA barcode and gene expression profiles). DMB is available at http://dmb.iasi.cnr.it/.
2.5.2. Weka

Weka (Waikato Environment for Knowledge Analysis) [22] is a Java open source package that collects the most widespread algorithms to handle mostly classification, numeric prediction, or clustering problems (available at cs.waikato.ac.nz/ml/weka). Among the several packages collected in Weka, the “Weka.classifier” package includes the implementation of classification and prediction algorithms, including the most important “Classifier” class. The latter defines the structure of any schema of classification or prediction assessment and it is made up by two methods, `buildClassifier()` and `classifyInstances()`, whose implementation is necessary for all supervised machine learning algorithms. Weka presents an integrated user friendly interface and its methods can be easily applied to the EEG signals after the effective preprocessing and input conversion into the comma separated matrix file format.

2.6. Design of experiments

In the following, we describe the experimental settings of the EEG signals processing.

2.6.1. Data Collection and Pre-preprocessing

Multichannel EEG signal are collected and recorded by

- using 19 electrodes;
- examining 100 subjects that belong to AD, MCI, and control classes;
- applying a sampling frequency of 256 or 1024 samples per second;
- taking into account 300 seconds of the signal duration.

Then, the recorded EEG signals are pre-processed by

- converting each one at a frequency sampling of 256 samples per second;
- extracting 180 seconds from the total recorded original signal (from 60 seconds to 240 seconds).

2.6.2. Feature Extraction

We apply the FFT functions to the collected data in the following way:

- taking into account the 180-second signal and extracting $N$ Fourier Coefficients ($N$ equal to 16 and 32);
- dividing the signal into 6 epochs of 30 seconds and extracting for each one 16(32) Fourier Coefficients.

Afterwards, the 16(32) Fourier Coefficients are arranged as follows:

- building up a matrix composed of 304(608) columns (i.e., columns refer to the 19 electrodes multiplied by the 16(32) Fourier Coefficients) and 100 rows (i.e., the number of patients);
- building up 19 matrices composed of 16(32) columns (i.e., number of Fourier Coefficient) and 100 rows (i.e., number of patients);
- building up 16(32) matrices composed of 19 columns (i.e., number of electrodes) and of 100 rows (i.e., number of patients).
2.6.3. Classification

Finally, we apply the following classifiers of Weka 3.6.9 environment:

- Support Vector Machines (SMO that implements the SVM);
- Decision Tree (J48 that implements the C4.5 algorithm);

and the DMB rule-based machine learning algorithm, in order to handle the following three classification problems:

- AD vs CT;
- MCI vs CT;
- AD vs MCI.

The choice of using three 2-class classification models instead of a single 3-class one is motivated by two main considerations: first, we want to identify if the 3 sets have specific characteristics that single them out with respect to the rest of the data; second, the nature of some adopted classifiers is intrinsically binary (i.e., DMB and SVM) and therefore they are expected to perform better. This is indeed the case of the experiments presented in the following (results with poorer performances obtained when 3-classes are used are not shown in the tables).

3. Results and Discussion

All the steps of the EEG processing analysis have been applied in order to classify the experimental samples either in AD or MCI patients or controls. In this section, we report and explain the results of the classification analysis by taking into account the FFT with \( N = 16 \) components and a unique file for all the electrodes (see subsection 2.6.2).

The classification algorithms are tested with a leave-one-out cross validation (i.e., \( k = 63, 51, \) and 86 folds for AD vs CT, MCI vs CT, and AD vs MCI, respectively).

Table 3 presents the results of SVM (with polynomial kernel coefficient set to 2), Decision Tree, and DMB classifiers that concern the EEG signals of 180 seconds and \( N = 16 \) extracted Fourier Coefficients. It is worth noting that the adopted classification metrics have been shown as weighted averages because they are balanced between the analyzed classes. Additionally, we also test the MultiLayer Perceptron classification method [6] whose performances are not satisfying and hence are not reported.

When dealing with the MCI and CT identification, Decision Tree J48 outperforms SVM and DMB in the percentage of correct classification achieving a 90% of accuracy and a 87% of specificity, as well as high performances in all the other metrics, using a leave-one-out cross validation (51-folds). Even when dealing with the identification of AD and CT, J48 achieves better classification results (73% of accuracy) than SVM (68% of accuracy) and DMB (71% of accuracy) in the leave-one-out cross validation (63-folds). Finally, when distinguishing AD from MCI patients, J48 achieves the highest performances (80% of accuracy, 79% of specificity) with respect to SVM and DMB classifiers.

Table 3: Classification performances [%] for EEG signals of 180-seconds with \( N = 16 \) in a L-1-out scheme (−63,51,86 folds for AD vs CT, MCI vs CT, AD vs MCI, respectively)

<table>
<thead>
<tr>
<th>Sampling</th>
<th>AD vs CT SVM J48 DMB</th>
<th>MCI vs CT SVM J48 DMB</th>
<th>AD vs MCI SVM J48 DMB</th>
</tr>
</thead>
<tbody>
<tr>
<td>Accuracy</td>
<td>68 73 71</td>
<td>61 90 65</td>
<td>58 80 52</td>
</tr>
<tr>
<td>Precision</td>
<td>59 72 64</td>
<td>57 90 65</td>
<td>57 80 54</td>
</tr>
<tr>
<td>Recall</td>
<td>68 73 71</td>
<td>61 90 65</td>
<td>58 80 52</td>
</tr>
<tr>
<td>Specificity</td>
<td>19 46 26</td>
<td>32 87 47</td>
<td>54 79 54</td>
</tr>
<tr>
<td>F-measure</td>
<td>63 72 67</td>
<td>59 90 65</td>
<td>57 80 52</td>
</tr>
</tbody>
</table>
Table 4 presents the results of SVM (with polynomial kernel coefficient set to 2), Decision Tree and DMB classifiers concerning the EEG signals divided in 6 epochs of 30 seconds and \( N = 16 \) extracted Fourier Coefficients. Also in this case, the MultiLayer Perceptron classification method have very low performances and hence are not reported.

For what concerns the leave-one-out sampling, Decision Tree classifier (J48) outperforms both SVM and DMB in the percentage of correct classification, achieving a 86% of accuracy for the AD identification from CT, a 88% of accuracy for the MCI identification from CT, and a 83% of accuracy for the AD identification with respect to the MCI patients, as well as high performances in the corresponding other metrics. Also here the adopted classification metrics have been shown as weighted averages because they are balanced between the analyzed classes.

<table>
<thead>
<tr>
<th>Sampling</th>
<th>AD vs CT SVM</th>
<th>AD vs CT J48</th>
<th>AD vs CT DMB</th>
<th>MCI vs CT SVM</th>
<th>MCI vs CT J48</th>
<th>MCI vs CT DMB</th>
<th>AD vs MCI SVM</th>
<th>AD vs MCI J48</th>
<th>AD vs MCI DMB</th>
</tr>
</thead>
<tbody>
<tr>
<td>Accuracy</td>
<td>54</td>
<td>86</td>
<td>62</td>
<td>51</td>
<td>88</td>
<td>61</td>
<td>49</td>
<td>83</td>
<td>51</td>
</tr>
<tr>
<td>Precision</td>
<td>62</td>
<td>85</td>
<td>57</td>
<td>59</td>
<td>88</td>
<td>57</td>
<td>49</td>
<td>83</td>
<td>50</td>
</tr>
<tr>
<td>Recall</td>
<td>54</td>
<td>86</td>
<td>62</td>
<td>51</td>
<td>88</td>
<td>61</td>
<td>49</td>
<td>83</td>
<td>51</td>
</tr>
<tr>
<td>Specificity</td>
<td>36</td>
<td>60</td>
<td>18</td>
<td>46</td>
<td>82</td>
<td>32</td>
<td>47</td>
<td>81</td>
<td>48</td>
</tr>
<tr>
<td>F-measure</td>
<td>57</td>
<td>85</td>
<td>59</td>
<td>54</td>
<td>88</td>
<td>59</td>
<td>49</td>
<td>82</td>
<td>50</td>
</tr>
</tbody>
</table>

Moreover, we tested other rule-based classification methods [27], whose performances are comparable to the ones of DMB, and lower than J48. Indeed, rule-based classification methods and SVM, appear to be more prone to over-fitting and noise, while J48 is able to handle these issues thanks to the control parameter, which sets the minimum instances per leaf. In this way, the size of the tree is bound, and over-fitting is avoided. Additionally, we remark that DMB and J48 provide the investigator with a classification model containing the involved EEG electrodes, which are taken into account for performing the patient identification.

An example of the classification tree model is drawn in Figure 5. To conclude, the partition of EEG signals into 6 epochs of 30 seconds effectively identifies Alzheimer’s disease experimental samples with better accuracy than the consideration of the whole 180-second signal. This fact could be explained by the higher number of features that are available to the classification algorithm.

Furthermore, since the EEG signals may hold back some hidden artifacts or background noise, we expect to obtain higher classification performances by investigating the epoch divisions with a more effective EEG signal preprocessing and by applying other consolidated time-frequency analysis such as the Wavelet Transform [36]. Moreover, our results confirm and reinforce those presented in related works that concern the frequency analysis and classification of EEG signals of AD and MCI patients (e.g., [26], [32], [23]).
4. Conclusions

In this work, patients with Alzheimer’s disease and Mild Cognitive Impairment, as well as healthy control samples, were investigated. Their EEG signals were analyzed and processed by applying the time frequency analysis through the consolidated Fourier Transform. Well-known supervised learning methods (i.e., SVM, Decision Trees, and Rule-based classifiers) allowed an accurate classification of the human samples, obtaining promising results. In particular, Decision Tree methods stood out among the other ones in terms of classification performances.

We plan to extend the analysis of the EEG signals by applying the Wavelet Transform in order to obtain a more efficient time-frequency decomposition of EEG and an optimal timefrequency resolution of the time-evolution of frequency patterns. Furthermore, we plan to select off-line artifact-free epochs by means of some suitable and ad-hoc tools (e.g., EEGLab [14] for MATLAB®) in order to perform a more effective EEG pre-processing.
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