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Abstract

Both domain ontologies and Formal Concept Analysis (FCA) aim at modeling concepts, although with different purposes. In the literature, a promising research area concerns the role of FCA in ontology engineering, in particular, in supporting the critical task of reusing independently developed domain ontologies. With this regard, the possibility of evaluating concept similarity is acquiring an increasing relevance, since it allows the identification of different concepts that are semantically close. In this paper, an ontology-based method for assessing similarity between FCA concepts is proposed. Such a method is intended to support the ontology engineer in difficult activities that are becoming fundamental in the development of the Semantic Web, such as ontology merging and ontology mapping and, in particular, it can be used in parallel to existing semi-automatic tools relying on FCA.
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1. Introduction

Both domain ontologies and Formal Concept Analysis (FCA) aim at modeling concepts, although with different purposes. The purpose of a domain ontology is to model a "shared understanding of the domain of interest" [51], where “shared” means that an ontology captures consensual knowledge, i.e., accepted by a panel of experts in the given domain. On the other hand, the purpose of FCA [25, 53] is to support the user in analyzing and structuring a domain of interest. Given a domain, a concept in FCA is a pair of sets: a set of objects, which are the instances of the concept in that domain, and a set of attributes, which are the descriptors of the concept. Note that the extensional and intensional aspects are both important in FCA, whereas ontologies emphasize on the intensional component only. In fact, ontologies can be defined without objects, whereas FCA always relies on some set of objects.

In the literature different directions are being explored about possible interactions among FCA and Conceptual Modelling [42], Artificial Intelligence (in particular Description Logics) [1], Object-Oriented databases [54], and software engineering [50]. FCA techniques are also revealing interesting in supporting the development of the Semantic Web [9] and, in particular, ontology engineering [30, 2]: they can be used to extract from a given domain a conceptual hierarchy which may serve as a basis for the manual or semi-automatic development of an ontology [16]. Furthermore, due to the presence in the Web of large and specialized ontologies, FCA can also be used for the critical task of reusing and combining independently developed domain ontologies [48]. With this regard, the possibility of assessing similarity between concepts, also referred to as similarity reasoning [23], is becoming fundamental in the development of the Semantic Web, in particular to perform ontology mapping, integration, or alignment (these are only a few keywords found in the literature [32]). In fact, these are difficult activities that, in general, require human interaction and, therefore, are time-consuming and error-prone.

In this paper, a method for computing similarity of FCA concepts is proposed. Such a method is intended to support the ontology engineer in reusing existing ontologies and, in particular, it can be used in parallel to existing semi-automatic tools relying on FCA, as for instance [46, 48, 49]. The starting point of the approach is the selection of an existing domain ontology to identify similar concept names, with the related similarity degrees, as established by a panel of experts in the given domain [38]. On the basis of the similarity degrees, the method allows the evaluation of FCA concept similarity by taking into account both the intensional (the set of attributes) and the extensional (the set of objects) components of FCA concepts.

Note that, in general, from a theoretical point of view, ontology concepts are identified with FCA concepts [2]. However, in many applications, the canonical match is between ontology concepts and FCA attributes, that is the approach followed in this paper. Therefore, FCA attributes can be seen as concepts, in the sense that for building concepts, other concepts are needed that play the role of attributes [16].

The paper is organized as follows. In the next section the notion of a Concept Lattice is briefly recalled, which is used in FCA to organize and structure concepts. In Section 3, domain ontologies are recalled, with particular attention to the notion of a similarity graph. Successively, in Section 4, the method for evaluating concept similarity in Concept Lattices is presented, followed by the Related Work Section. Finally, Section 6 concludes the paper with some hints about future work.
2. Formal Concept Analysis

FCA provides a conceptual framework for structuring, analyzing and visualizing data, in order to make them more understandable [53]. It is based on lattice theory [10], a well established mathematical discipline that has been applied within many different realms, like Psychology, Sociology, Medicine, Linguistics, and Computer Science. In FCA, application domains are organized and structured according to Concept Lattices, also referred to as Galois Graphs.

Concept Lattices are constructed by first identifying the relevant objects of a given application domain, together with their relevant features. In this perspective, a concept is not an abstraction but, on the basis of the observation of the reality, it is a clustering of objects and related common attributes.

2.1. Concept Lattices

In FCA a concept is defined within a context. A context is a triple \((O,A,R)\), where \(O\) and \(A\) are two sets of elements called objects and attributes, respectively, and \(R\) is a binary relation between \(O\) and \(A\). In particular, if \(oRa\), for \(o \in O\) and \(a \in A\), then we say that "the object \(o\) has the attribute \(a\)" or "the attribute \(a\) applies to the object \(o\).

Given two sets \(E, I\), such that \(E \subseteq O\) and \(I \subseteq A\), consider the dual sets \(E'\) and \(I'\), i.e., the sets defined by the attributes applying to all the objects belonging to \(E\) and the objects having all the attributes belonging to \(I\), respectively, that is:

\[
E' = \{ a \in A \mid oRa \forall o \in E \} \\
I' = \{ o \in O \mid oRa \forall a \in I \}
\]

Then, a concept of the context \((O,A,R)\) is a pair \((E,I)\) such that \(E \subseteq O\), \(I \subseteq A\) and the following conditions hold:

\[
E' = I, \ I' = E.
\]

The sets \(E\) and \(I\), representing the concept extensional and intensional components respectively, are referred to as the extension and the intent of the concept, respectively. Therefore, a concept is a pair of sets where the former consists of precisely those objects which have all attributes from the latter and, conversely, the latter consists of precisely those attributes that apply to all objects from the former.

From a philosophical point of view, according to the theory of [53, 25], "a concept is a unit of thoughts consisting of two parts, the extension and the intension. The extension covers all objects (or entities) belonging to the concept, while the intension comprises all attributes (or properties) valid for all those objects." Therefore, in general, the sets of objects and attributes are expected to be disjoint. In other words, in FCA "objects and attributes are two types of items that relate to each other in an application, and the use of the terms object and attribute is indicative. They could also be referred to as, for instance, documents and terms. The main idea is that enlarging a set of, for instance, terms, will reduce the set of documents containing all these terms, whereas a smaller set of terms will match a larger set of documents" [42].

For instance, consider a context called European Cities where:

\[
O = \{ \text{Athens, Courmayeur, Innsbruck, London, Paris, Reykjavik, Rome} \},
\]
\[ A = \{ \text{Archeological Site, Beach, Capital, Euro, River, Skiing Area} \} \]

and \( R \) is specified by the Table 1, where \( \text{Arc, Bea, Cap, Eur, Riv and Ski} \) stand for \( \text{Archeological Site, Beach, Capital, Euro, River, and Skiing Area} \), respectively.

<table>
<thead>
<tr>
<th></th>
<th>Arc</th>
<th>Bea</th>
<th>Cap</th>
<th>Eur</th>
<th>Riv</th>
<th>Ski</th>
</tr>
</thead>
<tbody>
<tr>
<td>Athens (A)</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Courmayeur (C)</td>
<td></td>
<td></td>
<td></td>
<td>x</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Innsbruck (I)</td>
<td></td>
<td>x</td>
<td>x</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>London (L)</td>
<td></td>
<td></td>
<td></td>
<td>x</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Paris (P)</td>
<td>x</td>
<td>x</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Reykjavik (Re)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>x</td>
<td></td>
</tr>
<tr>
<td>Rome (Ro)</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 1: The \textit{European Cities} context

In this context, seven objects are present, each corresponding to a European city, and six attributes. A concept of this context is, for instance, the pair:

\[(\text{Athens,Paris,Rome}), (\text{Capital,Euro})\]

that is, in short form:

\[(\text{A,P,Ro}), (\text{Cap,Eur})\]

In fact, all of \textit{Athens}, \textit{Paris}, and \textit{Rome} have both the \textit{Capital}, and \textit{Euro} attributes, and viceversa \textit{Capital}, and \textit{Euro} together apply to no other object than \textit{Athens}, \textit{Paris}, and \textit{Rome}. Intuitively, it is possible to say that concepts correspond to maximal rectangles of crosses in the context, after appropriate permutations of rows and columns.

Note that, given a context \((O,A,R)\) and two concepts \((E_1,I_1)\) and \((E_2,I_2)\), the following conditions hold:

- if \( E_1 \subseteq E_2 \) then \( E'_2 \subseteq E'_1 \), for \( E_1, E_2 \subseteq O \)
- if \( I_1 \subseteq I_2 \) then \( I'_2 \subseteq I'_1 \), for \( I_1, I_2 \subseteq A \),

that is, duality implies the opposite set inclusion for both objects and attributes. Therefore, as already mentioned, by adding attributes to a concept (i.e., by identifying additional discriminating attributes), the cardinality of its extent decreases, and viceversa, by adding objects to a concept the cardinality of its intent decreases.

Given two concepts \((E_1,I_1)\), \((E_2,I_2)\) of a context \((O,A,R)\), it is possible to establish an \textit{inheritance relation} \((\leq)\) between them according to the following condition:

\[(E_1,I_1) \leq (E_2,I_2) \text{ iff } E_1 \subseteq E_2 \text{ (iff } I_2 \subseteq I_1\).\]
In particular, \((E_1,I_1)\) is called subconcept of \((E_2,I_2)\) and \((E_2,I_2)\) is called superconcept of \((E_1,I_1)\).

Note that inheritance relation has been extensively addressed in Conceptual Modelling [12], with particular attention to Object-Oriented databases (see, for instance, [4, 22]).

Given a context \((O,A,R)\), consider the set of all concepts of this context, indicated as \(\mathcal{L}(O,A,R)\). Then:

\[(\mathcal{L}(O,A,R),\leq)\]

is a complete lattice called Concept Lattice (also referred to as Galois Graph), i.e., for each subset of concepts, the greatest lower bound and the lowest upper bound exist [53]. (Note that for lattices over sets with finite cardinality, the notions of complete lattice and lattice coincide [10].)

In a Concept Lattice, nodes are labeled with the concepts of the context, and arcs are established among the nodes whose associated concepts are in \(\leq\) relation. By the definition, the \(\leq\) relation is a partial order relation that expresses a double inclusion among node components. In particular, given a node, say \(n\): (i) the extent of \(n\) is contained in the extent of each of the ancestors of \(n\), and (ii) the intent of \(n\) contains the intent of each of the ancestors of \(n\).

The Concept Lattice has also two special nodes, the maximum and minimum nodes (labeled with \(\top\) and \(\bot\), respectively). The maximum and the minimum group all the objects and the attributes of the context, respectively.

For instance, the Concept Lattice that can be constructed from the context of Table 1 is shown in Figure 1.

Note that the representation of a Concept Lattice can be optimized. In fact, by assuming...
that, for each node, attributes are inherited from the top ($\top$) and objects are inherited from 
the bottom ($\perp$). Concept Lattices can be optimized by defining the related Inheritance Graph, 
whose nodes contain only the additional elements, objects and attributes, with respect to the 
descendants and ancestors, respectively. However, the optimized representation of a Concept 
Lattice will not be addressed in this paper and, for reader’s convenience, all the objects and 
attributes of a concept will be explicitly given.

3. Domain Ontology

We have seen in the Introduction that a domain ontology is a “shared understanding of the 
domain of interest” [51], where “shared” means that the ontology definitions are accepted by a 
panel of experts in the given domain. The following definition is also worthwhile [20]: an ontology 
is a “formal, explicit specification of a shared conceptualization”, where a “conceptualization” 
is an abstract model of some phenomenon of the world which identifies the relevant concepts (or 
entities) and relationships among the concepts of that phenomenon. Again, “shared” means that 
an ontology captures consensual knowledge, whereas “formal” refers to the fact that an ontology 
should be machine-understandable. Therefore, a domain ontology contains a set of interrelated 
concepts, each associated with a formal definition providing an unambiguous meaning of the 
concept in the given domain.

As already mentioned in the Introduction, similarity reasoning is acquiring interest in the 
development of the Semantic Web, in particular for ontology mapping and ontology integration 
[32]. In this perspective, below we recall the notion of a domain ontology as defined in [23], the 
paper that has inspired this proposal. Note that the following definition has been simplified by 
focusing on the aspects that are relevant to this work, i.e., the similarity relation.

**Definition 3.1. [Domain ontology]** A domain ontology (ontology, for short) $\mathcal{O}$ is specified by 
a set of entity$^1$ names $E_\mathcal{O}$, and a set of semantic relations, such us generalization (ISA), partOf, 
relatedness, similarity etc.. In particular, the similarity relation is a ternary relation:

\[
similarity(c_i, c_j, as(c_i, c_j))
\]

where $c_i, c_j$ are entity names, and $as(c_i, c_j)$ is a decimal number in the interval $[0.0 \ldots 1.0]$ 
standing for the axiomatic similarity degree (axiomatic similarity, for short) of the entities $c_i, c_j$ 
according to the ontology $\mathcal{O}$. Such a degree is established by means of a Consensus System 
by a panel of experts in the given domain [38].

The above definition allows us to present the notion of a similarity graph, that is the basis for 
the similarity evaluation method proposed in this paper. Such a notion, that has been originally 
introduced in [23], has been revisited and modified in order to deal with FCA concepts. As 
already mentioned in the Introduction, in this paper the approach generally adopted in many 
applications for combining FCA and ontologies has been followed [2]: given a domain ontology 
and a context $(\mathcal{O}, A, R)$, the similarity graph is constructed by integrating ontology entities and 
FCA attributes.

**Definition 3.2. [Similarity graph]** Given a domain ontology $\mathcal{O}$, and a context $(\mathcal{O}, A, R)$, 
consider the set $E_\mathcal{O}$ of entity names of the ontology and assume that $\mathcal{C} = E_\mathcal{O} \cup A$.

---

$^1$In ontology definitions the term concept is generally used in place of that of entity. However, in this paper 
we prefer to use entity to avoid confusion with the notion of a concept in a Concept Lattice.
Then, let $\Gamma_{(O,A)}$ be the set of triples $(c_i, c_j, as(c_i, c_j))$, where $c_i, c_j \in C$ and $as(c_i, c_j)$ is a decimal number, such that the following conditions hold:

- for each pair $c_i, c_j \in C$ such that $\text{similarity}(c_i, c_j, as(c_i, c_j))$ holds in the ontology $O$, then $(c_i, c_j, as(c_i, c_j)) \in \Gamma_{(O,A)}$;
- for any $c \in C$: $(c, c, as(c, c)) \in \Gamma_{(O,A)}$, where $as(c, c) = 1.0$;
- for any pair $c_i, c_j \in C$ for which the axiomatic similarity is not defined in the ontology $O$: $(c_i, c_j, as(c_i, c_j)) \in \Gamma_{(O,A)}$, where $as(c_i, c_j) = 0.0$
- for any pair $c_i, c_j \in C$:
  
  \[
  as(c_i, c_j) = as(c_j, c_i) \quad \text{(symmetry of the axiomatic similarity)}
  \]
  
  $(c_i, c_j, as(c_i, c_j)) \equiv (c_j, c_i, as(c_j, c_i))$.

The set $\Gamma_{(O,A)}$ is referred to as the similarity graph of the ontology $O$ and the context $(O,A,R)$, and for any $(c_i, c_j, as(c_i, c_j)) \in \Gamma_{(O,A)}$, $as(c_i, c_j)$ will be referred to as the axiomatic similarity of $c_i, c_j$ according to the similarity graph $\Gamma_{(O,A)}$.

For instance, consider the context $(O,A,R)$ of the European Cities and suppose to have a simple domain ontology $O$ where the following similarity relation holds:

\[
\begin{align*}
\text{similarity}(\text{City}, \text{Capital}) &= 0.8 \\
\text{similarity}(\text{River}, \text{Stream}) &= 0.9 \\
\text{similarity}(\text{Beach}, \text{Seaside}) &= 0.9
\end{align*}
\]

The similarity graph $\Gamma_{(O,A)}$ of this ontology and the European Cities context is given by the following set of triples:

\[
\begin{align*}
\langle \text{City}, \text{Capital}, 0.8 \rangle \\
\langle \text{River}, \text{Stream}, 0.9 \rangle \\
\langle \text{Beach}, \text{Seaside}, 0.9 \rangle \\
\langle \text{City}, \text{City}, 1.0 \rangle \\
\langle \text{Archeological Site}, \text{Archeological Site}, 1.0 \rangle \\
\vdots \\
\langle \text{City}, \text{Archeological Site}, 0.0 \rangle \\
\langle \text{City}, \text{Beach}, 0.0 \rangle \\
\vdots
\end{align*}
\]

where only some of the triples with similarity degrees equal to 1.0 and 0.0 have been given for short.

4. Concept Similarity

In this section the notion of similarity ($Sim$) between FCA concepts is introduced. With regard to the comparison of the intensional components of the concepts, the approach has been inspired by the method for evaluating concept similarity defined within the Enterprise Ontology Management Tool SymOntos [23] (successively, SymOntoX [36]). Essentially, it is based on the
maximum weighted matching problem in bipartite graphs, that can be solved in polynomial time [24]. Informally, it is illustrated as follows.

Consider a domain ontology $\mathcal{O}$ and two concepts $(E_1, I_1)$ and $(E_2, I_2)$ not necessarily belonging to the same context, and suppose, for instance, they belong to the contexts $(O_1, A_1, R_1)$ and $(O_2, A_2, R_2)$, respectively. Let $\Gamma_{(O, A_1 \cup A_2)}$ be the similarity graph of the ontology $\mathcal{O}$ and the given contexts. Then:

- consider the cartesian product $I_1 \times I_2$;
- let a candidate set of pairs be a subset of $I_1 \times I_2$ such that there are no two pairs in the set sharing an element. For instance, assume that $I_1$ and $I_2$ represent a set of boys and a set of girls, respectively, a candidate set of pairs defines a possible set of marriages (when polygamy is not allowed) [24]. Then, consider the set of all candidate sets of pairs, that is indicated as $\mathcal{P}(I_1, I_2)$;
- for each candidate set of $\mathcal{P}(I_1, I_2)$, consider the sum of the axiomatic similarity degrees of the pairs of attributes according to the similarity graph $\Gamma_{(O, A_1 \cup A_2)}$;
- the candidate set having the maximal among all the computed sums is chosen.

Then, as shown by Definition 4.2, the similarity of two concepts is essentially given by the weighted average between the cardinality of the intersection of the extents of the concepts and the maximal sum above.

**Definition 4.1. [The set of candidate sets of pairs]** Consider two concepts $(E_1, I_1)$ and $(E_2, I_2)$ of one or more contexts. Let $n, m$ be the cardinalities of the sets $I_1$, $I_2$, respectively, i.e. $n = |I_1|$, $m = |I_2|$, and suppose that $n \leq m$. The set $\mathcal{P}(I_1, I_2)$ of the candidate sets of pairs is defined by all possible sets of $n$ pairs of attributes defined as follows:

$$\mathcal{P}(I_1, I_2) = \{ \{\langle a_1, b_1 \rangle \ldots \langle a_n, b_n \rangle \} \mid a_h \in I_1, b_h \in I_2, \forall h = 1 \ldots n, \text{ and } a_h \neq a_k, b_h \neq b_l, \forall k,l \neq h \}.$$ 

**Definition 4.2. [Concept similarity (Sim)]** Consider a domain ontology $\mathcal{O}$, and one or more contexts $(O_i, A_i, R_i)$, $i = 1 \ldots k$.

The concept similarity (Sim) of two concepts $(E_1, I_1)$ and $(E_2, I_2)$ of the same (or different) context(s) is defined as follows:

$$\text{Sim}((E_1, I_1), (E_2, I_2)) = \frac{|E_1 \cap E_2|}{r} \ast w + \frac{1}{m} \max_{P \in \mathcal{P}(I_1, I_2)} \left( \sum_{(a,b) \in P} \text{as}(a, b) \right) \ast (1 - w)$$

where $\mathcal{P}$ and $m$ are defined as in the previous definition, $\text{as}(a, b)$ is the axiomatic similarity degree of $a, b$ according to the similarity graph $\Gamma_{(O_i, A_i)}$, and $r$ is the greatest between the cardinalities of the sets $E_1$ and $E_2$. Finally $w$ is a weight such that $0 \leq w \leq 1$, that can be established by the user to enrich the flexibility of the method.

Note that Sim is always a value between zero and one and, for any pair of concepts $(E_1, I_1)$, $(E_2, I_2)$, $\text{Sim}((E_1, I_1), (E_2, I_2)) = \text{Sim}((E_2, I_2), (E_1, I_1))$.

For instance, consider our running example, and two concepts of the European Cities context. In particular, consider the similarity graph of Section 3, and assume that $w = \frac{1}{2}$. Let us start...
by evaluating the similarity of two sibling concepts of the Concept Lattice of Figure 1, namely 
\((L, P, Ro), (Cap, Riv))\), and \((A, P, Ro), (Cap, Eur))\). In this case, according to the similarity 
graph we have:

\[(Capital, Capital, 1.0) \text{ and } (River, Euro, 0.0)\]

therefore, since \(r = 3\), and \(m = 2\):

\[\text{Sim}[(L, P, Ro), (Cap, Riv)), ((A, P, Ro), (Cap, Eur))] = \]

\[\frac{2}{3} \times \frac{1}{2} + \frac{1}{3} \times (1.0 + 0.0) \times (1 - \frac{1}{2}) = 0.58\]

Similarity increases if we consider a concept and one of its direct descendent (child) in the 
Concept Lattice. In fact, consider again the concept \((L, P, Ro), (Cap, Riv))\), and let us evaluate 
the similarity with the child \((P, Ro), (Cap, Eur, Riv))\). The following holds:

\[\text{Sim}[(L, P, Ro), (Cap, Riv)), ((P, Ro), (Cap, Eur, Riv))] = \]

\[\frac{2}{3} \times \frac{1}{2} + \frac{1}{3} \times (1.0 + 1.0) \times (1 - \frac{1}{2}) = 0.66\]

Of course, similarity decreases in the case of concepts that are not directly related. For in-
stance, consider one of the previous concepts, namely \((P, Ro), (Cap, Eur, Riv))\), and its ancestor 
\((A, L, P, Re, Ro), (Cap))\). Then:

\[\text{Sim}[(P, Ro), (Cap, Eur, Riv)), ((A, L, P, Re, Ro), (Cap))] = \]

\[\frac{2}{3} \times \frac{1}{2} + \frac{1}{3} \times (0.9 + 0.0) \times (1 - \frac{1}{2}) = 0.36\]

Consider now the following concept belonging to a different context, say World Cities:

\[((Ro, Rio), (Sea, Cit, Str, Air))\]

where \(Ro, Rio, Sea, Cit, Str\) and \(Air\) stand for Rome, Rio de Janeiro, Seaside, City, Stream,
and Airpot, respectively. Consider the similarity graph of Section 3, suitable extended with the 
triples related to the attributes of the World Cities context. Then, the similarity of this concept 
with, for instance, the concepts \((I, P, Ro), (Eur, Riv))\) and \((A, Ro), (Arc, Bea, Cap, Eur))\) 
of the Concept Lattice of Figure 1 are respectively:

\[\text{Sim}[[((Ro, Rio), (Sea, Cit, Str, Air)), ((I, P, Ro), (Eur, Riv)))] = \]

\[\frac{2}{3} \times \frac{1}{2} + \frac{1}{3} \times (0.9 + 0.0) \times (1 - \frac{1}{2}) = 0.28\]

since \(\langle\text{Stream, River}, 0.9\rangle\) holds, and:

\[\text{Sim}[[((Ro, Rio), (Sea, Cit, Str, Air)), ((A, Ro), (Arc, Bea, Cap, Eur)))] = \]

\[\frac{2}{3} \times \frac{1}{2} + \frac{1}{3} \times (0.9 + 0.8 + 0.0 + 0.0) \times (1 - \frac{1}{2}) = 0.46\]

since \(\langle\text{Beach, Seaside}, 0.9\rangle\) and \(\langle\text{City, Capital}, 0.8\rangle\) hold. Note that the compared concepts have, 
in both the cases, one object only in common (\(Ro\)), whereas the number of pairs of attributes 
with non-null similarity degree is one in the first case (\(\text{Stream and River}\)), and two in the 
second case (\(\text{Beach, Seaside, and City, Capital}\)). Analogously, let us compare the concept
((Ro, Rio), (Sea, Cit, Str, Air)) with the top (containing all the objects of the context and no attributes) and the bottom (containing all the attributes of the context and no objects) of the Concept Lattice of Figure 1. We have respectively:

\[
Sim[((Ro, Rio), (Sea, Cit, Str, Air)), ((A, C, I, L, P, Re, Ro), ())] = \\
\frac{1}{7} \times \frac{3}{7} + \frac{1}{3} \times 0 \times (1 - \frac{1}{2}) = 0.07.
\]

\[
Sim[((Ro, Rio), (Sea, Cit, Str, Air)), ((), (Arc, Bea, Cap, Eur, Riv, Ski))] = \\
0 \times \frac{1}{2} + \frac{1}{6} \times (0.9 + 0.8 + 0.9 + 0.0) \times (1 - \frac{1}{2}) = 0.22
\]

Therefore, we can see that in evaluating the distance of concepts of Concept Lattices the role played by "similar attributes" is more important than the presence of common objects. Indeed, this is what we expect in evaluating concept similarity with the aim of performing, for instance, ontology integration or ontology mapping since, with respect to Concept Lattices, ontologies emphasize the intensional component, i.e., the descriptors of the concepts, rather than data.

5. Related Work

Similarity reasoning has been tackled in different fields of Computer Science, although a large majority of results have not been conceived for the Semantic Web, but rather for schema and data integration [40, 17]. In particular, the problem of integrating independently developed schemas (ontologies) into one single schema has been extensively investigated in the literature since the 1980s [3]. It consists in identifying the inter-schemas relationships that allow the reconciliation of the structure and terminology of the original schemas [15]. Currently, the more general problem of schema matching [44] is becoming fundamental in many applications, such as web-oriented data integration, electronic commerce, component-based development, etc. In particular, with the development of the Semantic Web and the growing use of ontologies, the problem of overlapping knowledge in a common domain is becoming critical, and we are assisting to a big variety of terminology in this research field, as for instance, ontology alignment, mapping, merging, translation, articulation, that are just a few terms [32, 39].

Regarding ontology alignment, that consists in finding the corresponding entities in different ontologies, various frameworks and techniques have been proposed in the literature [21, 14, 34]. They focus on different kinds of ontology heterogeneity, in particular, syntactic, structural, and semantic heterogeneity. A comprehensive overview about ontology integration and ontology mapping can be found in [31, 52]. However, solving the problem of overlapping knowledge still requires human interaction, and is typically performed manually. It is, therefore, a time-consuming, error-prone and expensive activity.

In [33, 41], the importance of dealing with semantically heterogeneous data by using ontologies has been emphasized. In particular, according to [33], the methods and tools supporting ontology integration and maintenance can be divided according to two families, one based on Galois Lattices and the other one on Description Logics (DL). Regarding the methods based on DL, subsumption reasoning is generally used in order to compute relations among different information sources [14]. For instance, an ontology merging method has been proposed in [28], which is based on similarity relations among concepts represented according to DL. However, due to the focus of this paper on Galois Lattices, below only the first family of methods will be addressed. In particular, in the next subsection, within the existing work concerning the combination of domain ontologies and FCA techniques, one proposal concerning a similarity
measure for Concept Lattices will be recalled [6, 7]. Finally, in the second subsection, similarity methods do not involving FCA are mentioned.

5.1. Methods and similarity measures relying on FCA

Ontology merging, that consists in taking two or more source ontologies and returning a merged ontology based on the given sources, has been investigated in [46, 47]. In particular, in the mentioned papers the FCA-merge method has been proposed, that is based on Ganter and Wille’s work on FCA and lattice exploration [25]. Given two or more source ontologies, one context is constructed for each of them, by applying natural language processing techniques. Once the contexts have been defined, they are joined and a pruned Concept Lattice is derived, that is manually explored and transformed into the merged ontology by a knowledge engineer. The engineer has to resolve possible conflicts and duplicates, but there is automatic support from the FCA-merge tool which aims at guiding and focusing the engineer’s attention on specific parts of the construction process [48].

In [49], a method joining domain ontologies and Galois Graphs for knowledge discovering and data mining has been proposed. In particular, ontologies are used for enhancing keyword-based information retrieval, e.g., filtering the keywords describing a document. Galois Lattices can be used to detect correlations within the knowledge discovery process, and/or to build more concise and accurate domain ontologies.

However, in the above mentioned proposals, concept similarity is not addressed.

In [6, 7], fuzzy conceptual data analysis has been investigated. In the mentioned papers, fuzzy Concept Lattices have been introduced as a generalization of the theory of Wille, for the modeling of vague (non-crisp) extents and intents of concepts. In particular, in [6] the problem of the combination (aggregation and decomposition) of conceptual knowledge within fuzzy Concept Lattices has been addressed. In [7] an important problem related to FCA has been analyzed, i.e., the large number of concepts that can be extracted from data. This problem is generally addressed by using factorization of Concept Lattices and in [7], an algorithm for computing a factor lattice of a fuzzy Concept Lattice has been proposed. According to this method, that has been extensively presented in [5], similarity is first addressed at level of attributes and objects. For instance, in the case of attributes, two attributes $a_1$, $a_2$ are similar if they cannot be separated by any concept, i.e., if for each concept $c$, $a_1$ belongs to the intent of $c$ if and only if also $a_2$ belongs to the intent of $c$ (analogously in the case of objects).

The main difference between the Belohlávek’s approach and the one proposed in this paper consists in the similarity of concept attributes, i.e., the intensional components of concepts. In fact, in this paper similarity of attributes is established by a panel of experts in the given domain (see, for instance, [38]), and on the basis of it, similarity of concept intents is computed independently of the related extents (the sets of objects). It is, in particular, evaluated according to a re-visitation of the maximum weighted matching problem in bipartite graphs. In other words, the similarity measure defined in [5] has mainly been conceived for Concept Lattices, therefore by taking into account that the intents and extents of concepts are strictly intertwined. The approach proposed in this paper is more oriented to deal with domain ontologies where, in general, the intensional components of concepts are emphasized and can be defined without the extensional components.

Just to mention other methods relying on FCA, we recall [29, 27], where FCA is used as the basis for a practical and well-founded methodology to semi-automatic ontology extraction and
design. In particular, in [27] an approach for the semi-automatic extraction of a taxonomy of concepts, and its transformation into Horn clauses, has been proposed.

Finally, it is worth recalling that text mining techniques are also used to enrich domain ontologies, in particular to discover both taxonomic and non-taxonomic knowledge (see for instance [35, 37]). The combination of FCA techniques and text mining techniques is a promising direction that is acquiring interest in the literature, see for instance [26].

5.2. Other Similarity Measures

Below the main differences among the approach presented in this paper and the majority of existing proposals, including [23] which has inspired this work, are mentioned.

An aspect that is worth recalling in comparing the different metrics proposed in the literature concerns hierarchically related entities (concepts). Within Semantic nets and logic-based Knowledge Representation, we recall [43], where a metric on the power set of nodes in a Semantic net has been proposed. In particular, the conceptual distance of concepts that are hierarchically related has been defined by considering the length of the shortest path connecting them. Furthermore, in [13] the Semantic-Distance Metric (SDM) has been defined, which is based on weighted paths. In particular, in that paper concepts are connected by hyperonym/hyponym and synonym links, but concepts with similarity degrees strictly lesser than one are not addressed. In [15, 19], a constant value (specifically 0.5) is associated with any pair of hierarchically related concepts, independently of the level of refinement of the concepts, i.e., the number of common attributes. In [23], in addition to the notion of flat structural similarity, that can be used to evaluate similarity of any pair of concepts, the notion of hierarchical structural similarity for hierarchically related concepts has been defined. Such a notion is based on the extensional aspect of inheritance, i.e., the possible distribution of objects along the hierarchy. In particular, it is related to the probability for an object (instance) of a more general concept to be an object of one of its specialized concepts, under specific assumptions. In this paper, since in FCA both the intensional and extensional aspects are explicitly represented in a concept, the notion of flat structural similarity has been revisited in order to address not only the intensional component but also the extensional component of a concept. For this reason, there was no need of defining an additional similarity metric for hierarchically related concepts.

Concerning the general notion of concept similarity, we did not adopt the popular Dice’s function, as for instance in [8, 15]. In fact, with respect to our approach, such a function introduces a simplification since concept similarity is evaluated on the basis of the number of similar concept components divided by the total number of concept components of the two concepts, without explicitly considering in the computation their similarity degree. Analogously, in [18] semantic relatedness (similarity) is based on the aggregation of the interconnections between concepts, that is, the more properties two concepts have in common, the more closely related they are.

In [11], general forms of distance metrics for the computation of similarity measures have been defined, although with more emphasis on the similarity between objects, rather than concepts. In [45], a richer set of distinguishing characteristics has been proposed, that includes both the intensional (classes) and extensional (tokens) levels. However, there are a number of limitations, such as the necessity that two concepts are at the same hierarchy level to be compared.

Finally, in [33] the problem of the construction and maintenance of ontology hierarchies has been addressed. In particular, a set of algorithms has been defined to construct sound ISA hierarchies, starting either from concepts (attributes) or from instances (objects). However,
rather than concept similarity, the focus of [33] is on the satisfaction of dependencies referred to as *existence constraints*, that is a problem related to our future work, as described in the next section.

6. Conclusion and Future Work

In this paper a proposal concerning similarity of concepts within Concept Lattices has been presented. Similarity reasoning is becoming a fundamental activity in the development of the Net Economy, to perform business transactions and e-commerce, and the Semantic Web, for ontology mapping and ontology integration. It is also growing in importance in different areas, such as component-based information development, integration of multiple heterogeneous information sources for mediation and data warehousing etc..

The starting point of the similarity method proposed in this paper is the definition of a context and the similarity relation of an existing domain ontology, as defined by a panel of experts in the given domain. Once the Concept Lattice of the given context has been defined, it is possible to compare concepts of the same context, but it is also possible to address different contexts and to evaluate the similarity of concepts belonging to different Concept Lattices.

As a future work, we are planning to extend the proposed results to another research problem addressed in FCA, i.e., the derivation of all the *attribute implications* of a context. An attribute implication of a context is a pair of subsets of attributes, say $X$, $Y$, for which $X' \subseteq Y'$, that is, each object having all attributes of $X$ has also all attributes of $Y$. This notion corresponds to that of attribute inheritance in Semantic nets, and the definition of a metric for *similar attribute implications* could be an interesting problem to analyze. Currently, we are also planning to implement the proposed approach by using conceptual clustering methods that allow the reduction of the size of Concept Lattices (see for instance the *iceberg* Concept Lattices [47]).
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