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Abstract

Graphs obtained by applying the gear composition to a given graphH are calledgeared graphs. We
show how a linear description of the stable set polytopeSTAB(G) of a geared graphG can be obtained
by extending the linear inequalities definingSTAB(H) andSTAB(He), whereHe is the the graph
obtained fromH by subdividing the edgee.

We also introduce the class ofG-perfect graphs, i.e., graphs whose stable set polytope is described by:
nonnegativity inequalities, rank inequalities, lifted5-wheel inequalities, and some special inequalities
calledgeared inequalitiesandg-lifted inequalities. We prove that graphs obtained by repeated applica-
tions of the gear composition to a given graphH areG-perfect, provided that any graph obtained fromH
by subdividing a subset of its simplicial edges isG-perfect. In particular, we show that a large subclass
of claw-free graphs isG-perfect, thus providing a partial answer to the well-knownproblem of finding a
defining linear system for the stable set polytope of claw-free graphs.

Key words: stable set polytope, graph composition, polyhedral combinatorics.
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1. Introduction

Given a graphG = (V,E) and a vectorw ∈ QV
+ of node weights, thestable set problemis the problem

of finding a set of pairwise nonadjacent nodes(stable set)of maximum weight.
The stable set polytope, denoted bySTAB(G), is the convex hull of the incidence vectors of the

stable sets ofG; it is known to be full dimensional. A linear systemAx ≤ b is said to bedefiningfor
STAB(G) if STAB(G) = {x ∈ RV : Ax ≤ b}. The facet defining inequalitiesfor STAB(G) are
those inequalities that constitute the unique nonredundant defining linear system ofSTAB(G).

So, finding the defining linear system forSTAB(G) is equivalent to transform the original optimiza-
tion problem into the linear programmax{wT x : Ax ≤ b, x ≥ 0}. Indeed the existence of a “good”
defining linear system forSTAB(G) is equivalent to the existence of a polynomial time algorithm for
optimizing overSTAB(G) (where “good” means that the separation problem for this linear system can
be solved in polynomial time). Since the stable set problem is NP -hard, it is unlikely to find such a
system for general graphs. Nevertheless there are classes of graphs for which such systems are known,
as bipartite graphs, line graphs [5], series-parallel graphs [14], oddK4-free [9], and others. It is known
that, for these classes of graphs, the weighted stable set problem is polynomial time solvable [12].

In [12], Grötschel, Lovász and Schrijver present a more general point of view. Instead of looking for
classes of graphs having a well-defined linear system describing STAB(G), they consider a setL of
valid inequalities forSTAB(G) and the following polyhedron

LSTAB(G) = {x ∈ RV
+| x satisfiesL}.

Further they nameL-perfect the graphsG havingLSTAB(G) = STAB(G). Two basic questions
arise in this context: the first one is whether the optimization problem forLSTAB(G) can be solved
in polynomial time (equivalently whether the separation problem forLSTAB(G) is polynomial time
solvable [11]); the second one is which graphs belong to the class ofL-perfect graphs. Different sets
L of inequalities have been considered in literature together with the corresponding classes ofL-perfect
graphs. We mention some of them in a non exhaustive list: edgeplus odd-hole inequalities andt-perfect
graphs [4]; clique plus odd-hole inequalities andh-perfect graphs; rank inequalities and rank-perfect
graphs [23].

Here, we consider a familyG consisting of the following (lifted) inequalities:rank inequalities, 5-
wheel inequalities, geared inequalitiesand g-lifted inequalities. The definition of rank and 5-wheel
inequalities is given later. The geared and the g-lifted inequalities are generated by the graph composition
namedgear compositionintroduced in [7]. This composition starts from a given graph H and builds a
new graphG by replacing a suitable edge ofH with the fixed graphB (gear) shown in Fig. 1. This new
graphG is calledgeared graphgenerated byH andB.

Figure 1: The gear with nodesd1, b1, h1, h2, c, a, d2, b2.

The gear composition has an important polyhedral property:it preserves the property of an inequality
of being facet defining. This means that a facet defining inequality of STAB(H) can be “properly
extended” to a facet defining inequality ofSTAB(G) whenG is a geared graph. The geared inequalities



4.

were introduced in [7]; in this paper we identify another class of inequalities generated by the gear
composition, the so-calledg-lifted inequalities. Both classes of inequalities are essential in the linear
description ofSTAB(G) whenG is a geared graph and we provide sufficient conditions for them being
facet defining. Then, we investigate the relations between the polyhedron

GSTAB(G) = {x ∈ RV
+| x satisfiesG}.

and the stable set polytope of a graphG obtained as the gear composition ofH and B. Clearly,
STAB(G) ⊆ GSTAB(G); here, we provide sufficient conditions to have equality, i.e., we exhibit
classes of graphs which areG-perfect. In particular, we consider the class of graphsGH obtained by
iteratively applying the gear composition to a given graphH. We show that if the gear composition is
applied to “suitable” simplicial edges of a line graphH, then the graphs inGH are claw-free andG-
perfect. This allows us to exhibit the linear description ofthe polytopeSTAB(G) for a large subclass
of claw-free graphs with stability number at least4, thus providing a partial answer to the well-known
problem of finding a defining linear system for the stable set polytope of claw-free graphs.

In Section 2, we recall the definition of gear composition andwe show some of its polyhedral proper-
ties. In particular we show under which conditions the gear composition preserves the property of a graph
of being facet producing. In Section 3, we show that, apart from clique and5-wheel inequalities, geared
inequalities and g-lifted inequalities are the only new linear inequalities involvingB that are necessary to
describeSTAB(G) whenG is a geared graph generated byH andB alonge. Finally in Section 4, we
introduce the class of inequalitiesG. Then we prove under which conditions the stable set polytope of a
geared graph is described by nonnegativity constraints plus inequalities inG and we provide interesting
examples ofG-perfect graphs.

We denote byG = (VG, EG) any graph with node setVG and edge setEG. An edgee ∈ EG with
endnodesu andv will be denoted byuv. We denote byδ(v) the set of edges ofG havingv as endnode
and byN(v) the set of nodes ofVG adjacent tov. A clique-cutset ofG is a complete subgraph whose
removal disconnectsG.

A k-holeCk = (v1, v2, . . . , vk) is a chordless cycle of lengthk. A 5-wheelW = (h : v1, . . . , v5) is
a graph consisting of a5-holeC = (v1, . . . , v5), calledrim of W , and a nodeh (hubof W ) adjacent to
every node ofC. A claw is the graphK1,3.

A gearB is a graph of eight nodes{a, b1, b2, c, d1, d2, h1, h2} such thatW1 = (h1 : a, d1, b1, c, h2)
andW2 = (h2 : a, d2, b2, c, h1) are5-wheels (see Fig. 1); moreover, the edges of these wheels arethe
only edges ofB. When no confusion arises we shall denote asWi = (hi : Ci) for i = 1, 2, the two
5-wheels contained in the gearB.

If w : VG → Q+ is any weighting of the nodes ofG, thenα(G,w) denotes the maximum weight of
a stable set ofG. We refer toα(G) = α(G,1) (1 being the vector of all ones) as thestability number
of G.

Given a vectorβ ∈ Rm and a subsetS ⊆ {1, . . . ,m}, defineβS ∈ R|S| as the subvector ofβ restricted
on the indices ofS andβ(S) =

∑
i∈S βi. Given a subsetS ⊆ {1, . . . ,m}, we denote byxS ∈ Rm the

incidence vector ofS.
A linear inequality

∑
j∈VG

πjxj ≤ π0 is said to bevalid for STAB(G) if it holds for all x ∈

STAB(G). For short, we also denote a linear inequalityπT x ≤ π0 as (π, π0). A valid inequality
for STAB(G) definesa facet ofSTAB(G) if and only if it is satisfied as an equality by|VG| affinely
independent incidence vectors of stable sets ofG (called roots or tight solutions). We also say that a
stable setS is tight for (π, π0) if its incidence vectorxS is a tight solution of(π, π0).

If the support of a facet defining inequality(π, π0) coincides withVG, we say that the graphG supports
(or produces) the corresponding facet or equivalently that(π, π0) has full support onVG.

A linear inequality
∑

j∈VG
πjxj ≤ π0 is said to be arank inequalityfor STAB(G) if πi = 1 for each

i ∈ S ⊆ VG, πi = 0 for eachi ∈ VG \ S andπ0 = α(G[S]) whereG[S] is the subgraph ofG induced



5.

by S. Given a 5-wheelW = (h : v1, v2, v3, v4, v5), then the inequality
∑5

i=1 xvi
+ 2xh ≤ 2 is called

5-wheel inequality.
We recall the definition of thesequential liftingprocedure defined in [16] that will be used in the

following sections. LetS (G) denote the family of the stable sets ofG. If
∑

j∈VG\{v} πjxj ≤ π0 is a
facet defining inequality ofSTAB(G \ {v}), then the inequality

∑

j∈VG\{v}

πjxj + πvxv ≤ π0 with πv = π0 − max
S∈S (G\(N(v)∪{v}))

π(S)

is facet defining forSTAB(G). This inequality will be calledsequential lifting of(πVG\{v}, π0) and
πv will be called thelifting coefficient ofv. This procedure can be iterated to generate facet defining
inequalities, simply calledlifted inequalities, in a higher dimensional space.

2. Geared inequalities and g-lifted inequalities

An edgev1v2 of a graphH is said to besimplicial if K1 = N(v1) \ {v2} andK2 = N(v2) \ {v1} are
nonempty cliques ofH. Notice thatK1 andK2 may have nonempty intersection. Simplicial edges have
a trivial though very useful polyhedral property:

Proposition 2.1. LetH be a graph andH ′ be a subgraph ofH that supports a facet defining inequality
(π, π0) of STAB(H) which is not a clique inequality. IfH ′ contains a simplicial edgev1v2, then
πv1

= πv2
. If H ′ contains a simplicial edgev1v2 subdivided with a nodet, thenπv1

= πv2
= πt.

Proof. Sincev1v2 is simplicial we have thatK1 = N(v1)\{v2} andK2 = N(v2)\{v1} are nonempty
cliques ofH ′. Let us consider a tight stable setS1 missingK1 ∪ {v1} (it exists since(π, π0) is not a
clique inequality). Clearly,v2 ∈ S1 (since otherwiseS1∪{v1} would violate(π, π0)). Hence,πv2

≥ πv1

(since otherwiseS1 \ {v2} ∪ {v1} would violate(π, π0)). A symmetric argument proves thatπv1
≥ πv2

and the first claim follows.
Consider now a simplicial edgev1v2 subdivided with a nodet. Obviously, v1t and tv2 are both

simplicial. Hence, we have thatπv1
= πt = πv2

and the proposition follows.
We recall the definition of gear composition given in [7] together with a picture describing how it

works:

Definition 2.2. Let H = (VH , EH) be a graph with a simplicial edgee = v1v2 and letB = (VB , EB)
be a gear. Thegear compositionof H andB alongv1v2 generates a new graphG such that:

VG = VH \ {v1, v2} ∪ VB ,
EG = EH \ (δ(v1) ∪ δ(v2)) ∪ EB ∪ F1 ∪ F2, whereFi = {diu|u ∈ Ki} ∪ {biu|u ∈ Ki} for i = 1, 2.

The graphG will be called thegeared graphgenerated byH and B along e and denoted byG =
(H,B, e).

Definition 2.3. Let H be a graph with a simplicial edgee = v1v2 and letHe be the graph obtained
fromH by subdividinge with a new nodet.

An inequality(π, π0) which is valid forSTAB(H) is said to beg-extendable(with respect toe) if
πv1

= πv2
= λ > 0 and it is not the inequalityxv1

+ xv2
≤ 1.

An inequality(π, π0) which is valid forSTAB(He) is said to beg-liftable (with respect toe) if
πv1

= πv2
= πt = λ > 0.
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(a) (b)

Figure 2: (a) A graphH with a simplicial edgev1v2; (b) The geared graphG = (H,B, v1v2).

Definition 2.4. Let H = (VH , EH) be a graph containing the simplicial edgee = v1v2, let B =
(VB , EB) be a gear and let(π, π0) be a valid inequality forSTAB(H) that is g-extendable with respect
to e. Then the inequalities

⋄
∑

i∈VH\{v1,v2}

πixi + λ
∑

i∈VB\{h1,h2}

xi + 2λ(xh1
+ xh2

) ≤ π0 + 2λ (1)

⋄
∑

i∈VH\{v1,v2}

πixi + λ
∑

i∈VB\A

xi ≤ π0 + λ (2)

whereA ∈ {{b1, c}, {b2, c}, {d1, a}, {d2, a}, {a, c}}

are calledgeared inequalitiesassociated with(π, π0). The unique geared inequality that has full support
onVB is (1) and it will be calledproper geared inequality.

Geared inequalities are essential in the linear description of the stable set polytope of geared graphs.
Indeed, it was proved that:

Theorem 2.5. [7] Let G = (H,B, e) be a geared graph generated byH andB alonge and let(π, π0)
be an inequality that is g-extendable with respect toe. If (π, π0) is facet defining forSTAB(H), then
the proper geared inequality (1) associated with(π, π0) is facet defining forSTAB(G).

The above theorem can be extended to the geared inequalities(2) as follows:

Theorem 2.6. Let G = (H,B, e) be a geared graph generated byH andB alonge and let(π, π0) be
an inequality that is g-extendable with respect toe. If (π, π0) is facet defining forSTAB(H), then the
geared inequalities (2) associated with(π, π0) are facet defining forSTAB(G) for eachA ∈ {{b1, c},
{b2, c}, {d1, a}, {d2, a}, {a, c}}.

Proof. A sketch of the proof for the caseA = {a, c} was given in [7]. For the sake of completeness,
we recall here the arguments used in that proof. Consider thegraphG′ obtained fromH by subdividing
the edgee = v1v2 with two nodesh1 andh2 and renamingvi asdi, i = 1, 2. ClearlyG′ is a subgraph of
G and, by a result of Wolsey [24] on edge subdivisions, the following inequality

∑

i∈VG\{v1,v2}

πixi + λ
∑

i∈{d1,h1,h2,d2}

xi ≤ π0 + λ
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is facet defining forSTAB(G′). This inequality can be lifted to yield a facet defining inequality of
STAB(G) by observing thatb1 andb2 can be lifted with coefficientλ, and thena andc can be lifted
with coefficient zero. This completes the proof of caseA = {a, c}. The facet defining defining inequality
corresponding toA = {b1, c} is obtained by first lifting the nodesa andb2 with coefficientλ and then
the nodesb1 andc with coefficient zero. The remaining cases can be proved analogously by changing
the order of the lifted nodes.

Example 2.1. Consider the5-hole C5 and the geared graphG obtained as the gear composition ofC5

andB along the simplicial edgee = v1v2 (see Fig. 3). Thus, we writeG = (C5, B, e).

v5 v4 v3

v1 v2

v5 v4 v3

d1

b1

h1

c

a

h2

d2

b2

Figure 3: A5-holeC5 and a geared5-holeG

As the5-hole inequalityx(VC5
) ≤ 2 is valid for STAB(C5) and it is g-extendable with respect toe,

the following inequality

x(VG \ {h1, h2}) + 2xh1
+ 2xh2

≤ 4

is a proper geared inequality associated withx(VC5
) ≤ 2. Sincex(VC5

) ≤ 2 is facet defining for
STAB(C5), the proper geared inequality associated withx(VC5

) ≤ 2 is facet defining forSTAB(G),
by Theorem 2.5. Furthermore, the following five inequalities

x(VG \ A) ≤ 3, whereA ∈ {{d2, a}, {d1, a}, {b2, c}, {b1, c}, {a, c}},

are geared inequality associated withx(VC5
) ≤ 2 and are facet defining forSTAB(G), by Theorem 2.6.

2

The inequalities (1) and (2) (see Example 2.1) are not the only inequalities generated by the gear
composition. In the remaining of this section we present another class of valid inequalities forSTAB(G)
calledg-lifted inequalities.

Definition 2.7. Let H = (VH , EH) be a graph containing the simplicial edgee = v1v2, let B =
(VB , EB) be a gear and let(π, π0) be a valid inequality forSTAB(He) that is g-liftable with respect to
e. Then the inequalities

⋄
∑

i∈VH\{v1,v2}

πixi + λ
∑

i∈VB

xi ≤ π0 + λ, (3)

⋄
∑

i∈VH\{v1,v2}

πixi + λ
∑

i∈VB\A

xi ≤ π0 (4)

whereA ∈ {{b1, c, b2, h1, h2}, {d1, a, d2, h1, h2}}

are calledg-lifted inequalitiesassociated with(π, π0). The unique g-lifted inequality that has full support
onVB is (3) and it will be calledproper g-lifted inequality.
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Inequalities 4 are clearly valid, as their supporting graphG \ A is isomorphic toHe. We then prove
that the proper g-lifted inequality is valid forSTAB(G).

Lemma 2.8. Let G = (H,B, e) be a geared graph generated byH andB along e and let(π, π0) be
an inequality that is g-liftable with respect toe. Then the proper g-lifted inequality (3) associated with
(π, π0) is valid forSTAB(G).

Proof. Let (π̄, π̄0) denote the proper g-lifted inequality (3) and letS be a maximal stable set of
G. To prove the lemma we distinguish three cases depending on the intersection ofS with the subset
{b1, b2, d1, d2} of VB. If |S ∩ {b1, b2, d1, d2}| = 2, thenK1 ∩ S = K2 ∩ S = ∅ and the setS \ VB is
a stable set ofHe. It follows thatπ(S \ VB) = π̄(S \ VB) ≤ π0 − 2λ, since otherwise the stable set
S \VB ∪{v1, v2} of He would violate(π, π0). Moreover,π̄(S ∩VB) ≤ 3λ and thus,̄π(S \VB)+ π̄(S ∩
VB) ≤ π0 − 2λ + 3λ = π0 + λ.

If |S∩{b1, b2, d1, d2}| = 1, we first suppose thatb1 ∈ S; then,b2, h1, c, d1, d2 /∈ S andS∩VB contains
exactly one node in{h2, a}. Thus,π̄(S ∩ VB) = 2λ. SinceS ∩ K1 = ∅, (S \ VB) ∪ {v1} is a stable set
of He, and soπ(S \VB) = π̄(S \VB) ≤ π0−λ. Hence,̄π(S \VB)+ π̄(S∩VB) ≤ π0−λ+2λ = π0 +λ
and the result follows. The cases withb2 ∈ S, d1 ∈ S, or d2 ∈ S are analogous.

In the last case,|S ∩ {b1, b2, d1, d2}| = 0 andS \ VB is a stable set inHe. We have thatπ(S \ VB) =
π̄(S \ VB) ≤ π0 − λ since otherwise the stable set(S \ VB) ∪ {t} of He would violate(π, π0). By the
maximality ofS, exactly one among the sets{h1}, {h2}, and{a, c}, is contained inS, thus implying
that π̄(S ∩ VB) ≤ 2λ. Hence,̄π(S \ VB) + π̄(S ∩ VB) ≤ π0 − λ + 2λ and the thesis follows.

In the following we provide sufficient conditions for the class of g-lifted inequalities to be facet defin-
ing. Next theorem is the analogous of theorems 2.5 and 2.6 forg-lifted inequalities.

Theorem 2.9. LetG = (H,B, e) be a geared graph generated byH andB alonge and let(π, π0) be an
inequality that is g-liftable with respect toe. If (π, π0) is facet defining forSTAB(He), then the proper
g-lifted inequality (3) and the g-lifted inequalities (4) for A ∈ {{b1, c, b2, h1, h2}, {d1, a, d2, h1, h2}}
associated with(π, π0), are facet defining forSTAB(G).

Proof. We first prove the theorem for the proper g-lifted inequality. Suppose thatβT x ≤ β0 is a facet
defining inequality forSTAB(G) that contains all the roots of (3): we prove below that such inequality
is equivalent to (3).

We first show that the coefficientsβv associated with nodesv ∈ VB are equal. LetxSi , i = 1, 2,
be roots of(π, π0) such thatSi ∩ (Ki ∪ {vi}) = ∅. These roots always exist because (π, π0) has
πv1

= πt = πv2
= λ > 0 and so, it is not the clique inequality defined byKi ∪ {vi}, i = 1, 2. Now t

must belong toSi since otherwiseSi ∪ {vi} would violate (π, π0). Consider the following stable sets
whose incidence vectors are roots of (3):

S1
1 = S1 \ {t} ∪ {a, c}

S2
1 = S1 \ {t} ∪ {a, b1}

S3
1 = S1 \ {t} ∪ {h2, b1}

S4
1 = S1 \ {t} ∪ {h2, d1}

S5
1 = S1 \ {t} ∪ {c, d1}.

From β(S1
1) = β(S2

1) = β(S3
1) = β(S4

1) = β(S5
1), it follows that βc = βb1 = βa = βd1

= βh2
.

Analogously, usingS2 it can be proved thatβc = βb2 = βa = βd2
= βh1

.
Let M be a matrix whose rows are|VHe | incidence vectors of stable sets ofHe which are linearly

independent roots of(π, π0), i.e.,

Mπ = π01. (5)
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Any stable set̃S of He can be transformed into a stable setS of G as follows: setS = S̃\{v1, v2, t}∪SB,
whereSB is a stable set ofB such thatdi ∈ SB if and only if vi ∈ S̃ for i = 1, 2 and moreover,
a ∈ SB if and only if t ∈ S̃. It is not difficult to verify that ifxS̃ defines a root of(π, π0) thenSB

can be chosen so thatxS defines a root of (3) such thatβ(S ∩ {h1, h2, c}) = βh1
, since{h1, h2, c} is

a clique andβh1
= βh2

= βc. By replacingVHe with V ′ = VHe \ {v1, v2, t} ∪ {d1, d2, a}, we have
MβV ′ = (β0 − βh1

)1 and by (5),

βV ′ = (β0 − βh1
)M−11 =

β0 − βh1

π0
π.

In particular, sinceβd1
= βh1

we have

βd1
=

β0 − βd1

π0
πv1

=
β0 − βd1

π0
λ.

Thenβd1
> 0 and, without loss of generality, we can fixβd1

= λ; as a consequence, we have that

β0 = π0 + λ,
βu = πu for eachu ∈ VHe \ {v1, v2, t},
βu = λ for eachu ∈ VB ,

and the first part of the theorem follows.
Consider now the inequalities (4). They are isomorphic to the original g-liftable inequality(π, π0) and

hence they are trivially valid. IfA = {b1, c, b2, h1, h2}, it is easy to check that the lifting coefficients
of the nodes, e.g., in the orderh1, h2, b1, b2, c, are all equal to zero. This argument proves that these
inequalities are facet defining forSTAB(G).

Example 2.2. Consider the4-hole C4 and the geared graphG obtained as the gear composition ofC4

andB along the simplicial edgee = v1v2 (see Fig. 3). Thus, we writeG = (C4, B, e).

v4 v3

v1 v2

v4 v3

d1

b1

h1

c

a

h2

d2

b2

Figure 4: A4-holeC4 and a geared4-holeG

The subdivision of the simplicial edgee = v1v2 with a new nodet generates a5-hole Ce
4 . Since

x(VCe
4
) ≤ 2 is valid for STAB(Ce

4) and it is g-liftable with respect toe, the inequalityx(VG) ≤
3 is a proper g-lifted inequality associated withx(VCe

4
) ≤ 2. Sincex(VCe

4
) ≤ 2 is facet defining

for STAB(Ce
4), this proper g-lifted inequality is also facet defining forSTAB(G), by Theorem 2.9.

Moreover, the following two inequalities

x(VG \ A) ≤ 3 whereA ∈ {{b1, c, b2, h1, h2}, {d1, a, d2, h1, h2}}.

are non proper g-lifted inequalities associated withx(VCe
4
) ≤ 2 and they are also facet defining for

STAB(G), by Theorem 2.9. 2
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The above results show that facet defining inequalities forSTAB(H) and STAB(He) generate
geared and g-lifted inequalities, respectively, that are facet defining forSTAB(G) whenG = (H,B, e)
is the geared graph generated byH andB alonge. This implies that geared and g-lifted inequalities are
necessary for the linear description ofSTAB(G). Next section will be devoted to prove that they are
also sufficient.

3. Gear composition of polyhedra

In this section we show that, apart from clique and5-wheel inequalities, geared inequalities and g-lifted
inequalities are the only new linear inequalities involving B that are necessary to describeSTAB(G)
whenG is a geared graph generated byH andB alonge.

Throughout this section, we indicate by(β, β0) a generic facet defining inequality forSTAB(G); we
split the vector of coefficientsβ into two subvectors(βV \B , βB) whereβV \B is the vector of coefficients
associated with nodesVG \ VB andβB is the vector of coefficients associated with nodesVB . Moreover,
the components ofβB will be indexed as follows:βB = (βd1

, βb1 , βh1
, βh2

, βc, βa, βd2
, βb2).

We first observe that ife is a simplicial edge andK1 = K2 then the geared graphG generated byH and
B alonge has a clique-cutsetK1 = K2. When this happens the results of Chvátal on the composition
of polyhedra [4] explain how to find a defining linear system for STAB(G) from the defining linear
systems ofSTAB(H) andSTAB(K1 ∪ {v1, v2}, B, e). So, in the rest of the paper we will focus on
the composition of polyhedra resulting from applying the gear composition along a simplicial edge that
hasK1 6= K2.

We state now the main theorem of this paper.

Theorem 3.1. LetG = (H,B, e) be a geared graph generated byH andB along the simplicial edgee.
Then the stable set polytopeSTAB(G) is described by the following linear inequalities:

• nonnegativity inequalities,

• clique inequalities,

• (lifted) 5-wheel inequalities,

• geared inequalities associated with facet defining inequalities ofSTAB(H) having nonzero coef-
ficients on the endnodes ofe,

• g-lifted inequalities associated with facet defining inequalities ofSTAB(He) having nonzero co-
efficients on the endnodes ofe,

• facet defining inequalities ofSTAB(H) having zero coefficients on the endnodes ofe.

Proof. Since the proof of this result is quite technical and up to some extent repetitive, we arrange it
into three main steps that are illustrated below (each step is proved in a separate subsection). We consider
a facet defining inequality(β, β0) for STAB(G) that is neither a clique inequality nor a lifted5-wheel
inequality. We denote asV ′ = VG \ VB and byλ a positive scalar number. We also assume that the
components ofβB are not all zero. Then we show that:

1) If (β, β0) does not have full support onVB and we denote byA ⊂ VB the set{u ∈ VB : βu = 0},
then(β, β0) has the form:

βT
V ′xV ′ + λxB\A ≤ β0

whereA ∈ {{b1, c}, {b2, c}, {d1, a}, {d2, a}, {a, c}, {b1 , c, b2, h1, h2}, {d1, a, d2, h1, h2}} (by The-
orem 3.4 in Subsection 3.1).
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2) If (β, β0) has full support onVB then it has one of the following forms:

a) βT
V ′xV ′ + λxB\{h1,h2} + 2λ(xh1

+ xh2
) ≤ β0,

b) βT
V ′xV ′ + λxB ≤ β0.

(by Theorem 3.9 in Subsection 3.2)

3) If (β, β0) has the form described in 1) withA ∈ {{b1, c}, {b2, c}, {d1, a}, {d2, a}, {a, c}} or the
form described in 2a) then it is a geared inequality associated with a facet defining inequality of
STAB(H) (by Theorem 3.10 and Theorem 3.11 in Subsection 3.3);

If (β, β0) has the form described in 1) withA ∈ {{b1, c, b2, h1, h2}, {d1, a, d2, h1, h2}} or the
form described in 2b) then it is a g-lifted inequality associated with a facet defining inequality of
STAB(He) (by Theorem 3.12 in Subsection 3.3,).

As a consequence of the above results, we have that each facetdefining inequality forSTAB(G)
which is different from clique inequalities and5-wheel inequalities and hasβB 6= 0 is:

either an inequality of type (1) or (2) where(π, π0) is a g-extendable facet defining inequality of
STAB(H),

or an inequality of type (3) or (4) where(π, π0) is a g-liftable facet defining inequality ofSTAB(He).

Finally, Proposition 2.1 establishes that every facet defining inequality forSTAB(H), that is not a
clique inequality, cannot have a zero coefficient on one endnode ofe and a nonzero coefficient on the
other endnode. Hence, facet defining inequalities forSTAB(H) with zero coefficient on the endnodes
of e have a supporting graph that is a subgraph ofG and may be lifted with zero coefficients. Thus the
thesis follows.

3.1. Inequalities not having full support onVB

In this section we deal with inequalities that do not have full support onVB . Throughout this section we
shall denote byA the set{u ∈ VB : βu = 0}. If an inequality(β, β0) does not have full support onVB

thenA 6= ∅. We start by recalling the arguments that will often be used in the proofs of this subsection.
The first one is a well-known result of Chvátal:

Theorem 3.2. [4] The supporting graph of a facet defining inequality forSTAB(G) does not have a
clique-cutset.

The next observation concerns the lifting coefficients of nodes inA. More precisely,

Observation 1. Let G = (H,B, e) be a geared graph and letG \ A be the subgraph ofG supporting
the facet defining inequality(β, β0) of STAB(G), namelyA = {u ∈ VB : βu = 0}. Then every node of
u ∈ A has lifting coefficientβu = 0.

As a consequence of Observation 1 we have that if(β, β0) is facet defining forSTAB(G) that does
not have full support onVB then each nodeu ∈ A has lifting coefficientβu = 0 (for short, has0-lifting
coefficient). By the definition of lifting this implies that:

Observation 2. For each nodeu ∈ A, there exists a tight stable setSu in G \ (A ∪ N(u)).
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Notice also that if there exist two adjacent nodesu ∈ A andv ∈ VG \ A with N(v) \ {u} ⊆ N(u),
then every stable setS in G \ (A ∪ N(u)) can be augmented by adding the nodev. This implies that a
tight stable set inG \ (A ∪ N(u)) satisfying Observation 2 does not exist, a contradiction. Hence,

Observation 3. No nodeu ∈ A is adjacent to a nodev ∈ VG \ A with N(v) \ {u} ⊆ N(u).

Moreover, we will also use the following arguments:

Observation 4. Let G be a graph and let(π, π0) and (β, β0) be two facet defining inequalities for
STAB(G). If (β, β0) is not a positive scalar multiple of(π, π0) then there exists a stable setS that is
tight for (β, β0), i.e.,βxS = β0, but not for(π, π0), i.e.,πxS < π0.

In the next proofs clique inequalities or5-wheel inequalities will play the role of(π, π0). In these cases,
we will say that there exists a tight stable setS for (β, β0) thatmissesa certain clique inVB ∪ K1 ∪ K2

or one of the two5-wheels contained inB.

Observation 5. LetG be a graph and let(β, β0) be a facet defining inequality forSTAB(G). Then for
anyu ∈ VG there exists at least a root of(β, β0) containingu.

We are now ready to prove that, ifG is a geared graph, then for any facet defining inequality(βV \B , βB , β0)
for STAB(G) that has not full support onVB , the vectorβB can assume only 7 different values (listed
in Theorem 3.4). This will be proved in two steps: first we showwhich are the zero components ofβB

(Lemma 3.3); then we prove that all the nonzero components ofβB are equal (Theorem 3.4).

Lemma 3.3. LetG = (H,B, e) be a geared graph and let(βV \B , βB , β0) be a facet defining inequality
for STAB(G) with both βV \B and βB different from the zero vector. If(β, β0) does not have full
support onVB and it is neither a clique inequality nor a 5-wheel inequality, then one of the following
cases occurs:

1) A ∈ {{b1, c}, {b2, c}, {d1, a}, {d2, a}, {a, c}},
2) A ∈ {{b1, c, b2, h1, h2}, {d1, a, d2, h1, h2}}.

Proof. Without loss of generality, letG \ A denote the supporting graph of the inequality(β, β0), i.e.,
the subgraph induced by the nodes ofG associated with nonzero components ofβ. Clearly,G \ A has
to be connected and, by Theorem 1, it has no clique-cutsets. If G \ A satisfies these two properties we
say thatG \ A is admissible. The proof consists in showing that, apart from those listed in the thesis, all
admissible configurations ofA yield a contradiction.

Observe that if there does not exist a path betweenK1 andK2 contained inB, thenK1 andK2 are
clique-cutsets ofG \ A. It is not difficult to check that ifG \ A is admissible then|A| ≤ 5. If |A| = 5
andG \ A is admissible then case 2) occurs. If|A| = 4 andG \ A is admissible thenA is isomorphic to
one of the following configurations (that are derived by enumeration as described in Appendix A):

i) A = {b1, a, c, b2},
ii) A = {b1, a, c, d2},
iii) A = {b1, c, h1, d2}.

In the first two cases Observation 3 is contradicted by nodesa andh1; in the third case the nodesd1

andd2 contradict Observation 3. Hence,|A| = 4 cannot occur.
If |A| = 3 andG \ A contains no clique-cutset thenA is isomorphic to one of the following configu-

rations:

i) A = {b1, a, c},
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ii) A = {b1, a, d2},
iii) A = {b1, c, h1},
iv) A = {b1, c, b2}.

In cases (i) and (ii), theb1 andd1 contradict Observation 3, and so, they cannot occur. Consider case
(iii): let Sh1

be a tight stable set inG \ (A ∪ N(h1)) (it exists by Observation 2). Clearly,Sh1
contains

d2 (since otherwiseSh1
∪ {a} would violate(β, β0)) and a node inK1 (since otherwiseS ∪ {d1} would

violate (β, β0)). It follows that βd2
≥ βb2 + βa. Now let T be a tight stable set missing the clique

{a, h2, d2}. Then b2 ∈ T (otherwiseT ∪ {h2} is feasible and violates(β, β0)) and, consequently,
βb2 ≥ βd2

; asβa > 0, this is a contradiction. Finally consider case (iv): letSb1 a tight stable set in
G\(A∪N(b1)) (it exists by Observation 2). Clearly,Sb1 containsa (otherwiseSb1 ∪{d1} would violate
(β, β0)) and so,βa ≥ βh2

+ βd1
. Let T be a tight stable set missing the clique{d1, a, h1}. Thenh2 ∈ T

andβh2
≥ βa, a contradiction.

If |A| = 2 andG \ A contains no clique-cutset thenA is isomorphic to one of the following configu-
rations:

i) A = {a, c},
ii) A = {b1, c},

iii) A = {b1, a},
iv) A = {b1, h2},
v) A = {h1, h2},

vi) A = {b1, d2}.

The cases (i) and (ii) are listed in 1) of the thesis. Notice that all the remaining cases of the thesis are
isomorphic to case (ii) and so they can be proved by symmetry.

In case (iii), the nodesb1 andd1 contradict Observation 3; in case (iv), Observation 3 is contradicted
by h2 andc. In case (v), as the nodeh1 has a0-lifting coefficient, i.e., there exists a tight stable setSh1

in G \ (A ∪ N(h1)); it is not difficult to see thatSh1
contains eitherd2 or b2. But then eitherSh1

∪ {c}
or Sh1

∪ {a} violates(β, β0), a contradiction. So, all cases (iii)÷(v) yield a contradiction.
It remains to consider the case (vi). By Observation 2, as thenoded2 ∈ A, there exists a tight stable

setSd2
in G \ (A∪N(d2)). It is not difficult to see thatSd2

⊃ {c, d1} and so,βh2
≤ βc. Now letS be a

tight stable set missing{h1, d1, a}. Thenh2 ∈ S and so,βh2
= βc. But thenS \ {h2} ∪ {a, c} violates

(β, β0), a contradiction.
If |A| = 1 then there are three nonisomorphic cases to be considered:A = {b1}, A = {c}, and

A = {h1}.

Case 1.A = {b1}.
Let T be a tight stable set missing the clique{b2, h2, c}. Clearlyh1 ∈ T (since otherwiseT ∪ {c}

would violate(β, β0). By Observation 2, the nodeb1 has a0-lifting coefficient, i.e., there exists a tight
stable setSb1 in G \ (A ∪ N(b1)). It is not difficult to see thatSb1 contains{a, b2}. Thenβa ≥ βh1

,
βa ≥ βd1

andβb2 ≥ βc.
SinceSb1 ⊇ {a, b2} andSb1 \ {a, b2} ∪ {d1, c, d2} is a stable set, it follows thatβa + βb2 ≥ βd1

+
βc + βd2

. If βa = βd1
thenβb2 ≥ βc + βd2

. Since all coefficients ofβB apart fromβb1 are positive, we
have thatβb2 > βd2

. This implies thatd2 /∈ T (since otherwiseT \ {d2} ∪ {b2} would violate(β, β0))
and so,T \ {h1} ∪ {a, c} violates(β, β0), a contradiction.

Hence,βa > βd1
. Thus every tight stable setS containingb2 contains eithera or h1 and every tight

stable setS containingc contains eithera or d2. In fact, in all other cases,d1 ∈ S andS \ {d1} ∪ {a}
violates(β, β0), a contradiction. Moreover every tight stable setS containinga contains eitherb2 or c
and every tight stable set containingd2 contains eitherh1 or c. Finally every tight stable set containing
h1 contains eitherb2 or d2 (since otherwiseS \ {h1} ∪ {a, c} would violate(β, β0)).
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As a consequence, every tight solution of(β, β0) is also a tight solution of the5-wheel inequality
(π, π0) supported byW2 = (h2 : a, d2, b2, c, h1), contradicting Observation 4. (End of Case 1)

Case 2.A = {c}.
By Observation 3, the nodec has a0-lifting coefficient, i.e., there exists a tight stable setSc in G \

(A ∪ N(c)). It is not difficult to see thatSc contains{d1, d2} or {a}.
Suppose first that{d1, d2} ⊆ Sc. From this, it follows thatβdi

≥ βhi
andβdi

≥ βbi
, i = 1, 2. If

βbi
= βdi

, i = 1, 2, thenSc \ {d1, d2} ∪ {b1, b2, a} violates(β, β0), a contradiction. Without loss of
generality, suppose thatβb1 < βd1

.
Let S be a tight stable set missing the clique{b1, d1} ∪K1. Clearly,S containsh1. If βd1

> βh1
, then

S \ {h1} ∪ {d1} would violate(β, β0), a contradiction. Hence,βd1
= βh1

. We distinguish now three
different cases:

- βh1
< βa.

Let us consider a tight stable setS missing the clique{a, h2, d2}. Thend1 or h1 belongs toS and,
the stable set obtained by replacingd1 or h1 in S with a violates(β, β0), a contradiction.

- βh1
> βa.

Sinceβb1 < βd1
, every tight stable setS containingb1 containsa (since otherwiseS \ {b1} ∪

{d1} would violate(β, β0)) and every tight stable set containinga containsb1 (since otherwise
S \ {a} ∪ {h1} would violate(β, β0)), thus implying that the tight solutions of(β, β0) are not
linearly independent, a contradiction.

- βh1
= βa.

SinceSc \ {d1, d2} ∪ {a, b1, b2} is a stable set, we have thatβa + βb1 + βb2 ≤ βd1
+ βd2

. Since
βa = βh1

= βd1
, we have thatβb2 < βd2

. Consider a tight stable setS′ missing{h1, d1, a}.
Sinceβb1 < βd1

, we have thatb1 /∈ S′ (otherwiseS′ \ {b1} ∪ {d1} violates(β, β0)) andh2 ∈ S′.
So, βh2

≥ βa. Let S′′ be a tight stable set missing{h2, d2, b2}. It containsh1 or a and so,
βh1

= βa ≥ βh2
. Moreover, every tight stable set missing{b2, d2} ∪ K2 clearly containsh2

and yieldsβh2
≥ βd2

. Hence,βh2
= βa ≥ βd2

. But then every tight stable setS containingb1

containsb2. In fact, S containsa (since otherwiseS \ {b1} ∪ {d1} would violate(β, β0)) and
b2 (since otherwiseS \ {b1, a} ∪ {d1, h2} would violate(β, β0)). A symmetric argument shows
that every tight stable set containingb2 also containsb1, thus implying that the tight solutions of
(β, β0) are not linearly independent, a contradiction.

Suppose now that{d1, d2} 6⊆ Sc and so,a ∈ Sc. Let Si be a tight stable set containingdi, i = 1, 2.
SinceSi \{di}∪{bi} is a stable set, we have thatβdi

≥ βbi
, i = 1, 2. LetS′ be a tight stable set missing

{a, h1, h2}. Since, by hypothesis, there does not exist a tight stable set containing bothd1 andd2, we
have thatS′ contains neither{d1, b2} nor {d2, b1}. It follows thatS′ ⊃ {b1, b2}. But thenS′ ∪ {a}
violates(β, β0), a contradiction. (End of Case 2)

Case 3.A = {h1}.
By Observation 3, the nodeh1 has a0-lifting coefficient, i.e., there exists a tight stable setSh1

in
G \ (A ∪ N(h1)). It is not difficult to see thatSh1

contains eitherd2 or b2. But then eitherSh1
∪ {c} or

Sh1
∪ {a} violates(β, β0), a contradiction. (End of Case 3)

Thus the lemma follows.
The next theorem shows that all the nonzero components ofβB are equal.

Theorem 3.4. Let G = (H,B, e) be a geared graph generated byH andB along the simplicial edge
e = v1v2 and letV ′ = VH \ {v1, v2}. Then each facet defining inequality(βV ′ , βB , β0) of STAB(G)
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that does not have full support onVB , that is neither a clique inequality nor a5-wheel inequality, and
hasβB 6= 0, is of the following form:

βT
V ′xV ′ + λxB\A ≤ β0

whereA ∈ {{b1, c}, {b2, c}, {d1, a}, {d2, a}, {a, c}, {b1 , c, b2, h1, h2}, {d1, a, d2, h1, h2}} andλ > 0.

Proof. By Lemma 3.3, we know thatβB has either five zero components or two zero components like
in the thesis. In the first case we have that the supporting graph of(β, β0) is a subgraph ofHe containing
the subdivision of the simplicial edgee and, by Proposition 2.1, we are done.

It remains to show that ifβB has two zero components then all the remaining components are equal.
By Lemma 3.3, the vectorβB satisfies one of the following conditions:A = {a, c}, A = {b1, c},
A = {b2, c}, A = {d1, a}, A = {d2, a}.

Suppose first thatA = {a, c}. We have thatβdi
= βbi

, i = 1, 2 otherwise there would not exist stable
sets containing each of the nodesd1, d2, b1, b2 which are tight for(β, β0) (such stable sets must exist
for Observation 5). Now, ifβh1

> βd1
then the tight stable set missing{h1, h2} would violate(β, β0)

after replacingd1 or b1 with h1. Moreover, ifβh1
< βd1

then the tight stable set missingK1 ∪ {d1, b1}
would violate(β, β0) after replacingh1 with d1. Hence,βh1

= βd1
and similar arguments prove that

βh2
= βd2

. As the edgeh1h2 is simplicial inG \ A, we have, by Proposition 2.1, thatβh1
= βh2

. Thus
all nonzero coefficients ofβB are equal and we are done.

The last four cases are symmetric, so we prove in detail the first one and symmetric arguments will
prove the remaining cases. Suppose thatA = {b1, c} and all components ofβB different fromβb1 and
βc are nonzero. Sinceb1 has a0-lifting coefficient with respect to(β, β0), we have that there exists a
stable setSb1 in G \ (A ∪ N(b1)) which is tight for(β, β0). Clearly,a ∈ Sb1; it follows thatβh1

≤ βa

andβd1
≤ βa. If b2 /∈ Sb1 , thenβa ≥ βh2

+ βd1
(since otherwiseSb1 \ {a} ∪ {h2, d1} would violate

(β, β0)). Thus,βa > βh2
. Now, consider a stable setS′ which is tight for(β, β0) and misses the clique

{a, d1, h1}. It has to containh2, but thenS′ \ {h2} ∪ {a} violates(β, β0), a contradiction. Hence,
b2 ∈ Sb1 .

Since the nodec has a0-lifting coefficient with respect to(β, β0), there exists a stable setSc in
G \ (A ∪ N(c)) which is tight for(β, β0). Two possibilities may occur: either{d1, d2} ⊆ Sc or a ∈ Sc.

Suppose first that{d1, d2} ⊆ Sc. Clearly,βhi
≤ βdi

for i = 1, 2. Moreover, sinceSb1 \ {a, b2} ∪
{d1, d2} andSc \ {d1, d2} ∪ {a, b2} are both feasible for(β, β0), we have thatβa + βb2 = βd1

+ βd2
.

Now, if βd1
< βa thenβb2 < βd2

. Consider a stable setS′ which is tight for(β, β0) and misses the
clique{a, d2, h2}. Then,b2 /∈ S′ (since otherwiseS′ \ {b2} ∪ {d2} would violate(β, β0)) andh1 ∈ S′

(since otherwiseS′∪{h2} would violate(β, β0)). It follows thatS′\{h1}∪{a} violates(β, β0) because
βh1

≤ βd1
< βa, a contradiction.

Hence,βd1
= βa andβb2 = βd2

. If βh1
< βa then consider a stable setS′ which is tight for(β, β0)

and containsh1. We have thatS′ containsd2 (since otherwiseS′ \ {h1} ∪ {a} would violate(β, β0))
and so,S′ \ {h1, d2} ∪ {a, b2} violates(β, β0), a contradiction. Thus,βh1

= βa. If βh2
< βd2

then
consider a stable setS′ which is tight for(β, β0) and misses the cliqueK2 ∪ {d2, b2}. ClearlyS′ has to
containh2 but thenS′ \ {h2} ∪ {d2} would violate(β, β0). Thus,βh2

= βd2
. Finally, if βh1

> βh2
then

consider a stable setS′ which is tight for(β, β0) and misses the clique{a, d1, h1}. S′ containsh2 and
S′ \ {h2} ∪ {h1} violates(β, β0), a contradiction. Ifβh1

< βh2
then consider a stable setS′ which is

tight for (β, β0) and misses the clique{h2, b2, d2}. S′ contains eithera or h1. So, eitherS′ \ {a} ∪ {h2}
or S′ \ {h1} ∪ {h2} violates(β, β0), a contradiction. Henceβh1

= βh2
. This implies that all non zero

components ofβB are equal.
Suppose now that there does not existSc such that{d1, d2} ⊆ Sc. ThenSc containsa. SinceSb1 \

{a, b2} ∪ {d1, d2} is a stable set which is not tight, thenβd1
+ βd2

< βa + βb2 . Let S′ be a stable set
which is tight for(β, β0) and containsd2. Thenβd2

≥ βb2 (since otherwiseS′ \ {d2} ∪ {b2} would



16.

violate (β, β0)), and soβd1
< βa. Now, consider a stable setS′′ which is tight for(β, β0) and misses

{a, h1, h2}. Clearly,d1 ∈ S′′ andd2 /∈ S′′, soS′′ \ {d1} ∪ {a} violates(β, β0), a contradiction.

3.2. Inequalities having full support onVB

Now, we turn our attention to facet defining inequalities ofSTAB(G) having full support onVB . Let
(β, β0) be any facet defining inequality forSTAB(G) whenG = (H,B, e) is a geared graph, such that
βB has no zero component, i.e.,βv > 0 for eachv ∈ VB . In particular,(β, β0) is not a clique inequality
or a5-wheel inequality.

Let S (G) denote the set of stable sets ofG. Since(β, β0) has full support onVB it follows thatS∩VB

is maximal inB for any stable setS ∈ S (G) that is tight for(β, β0).
Let R denote the set of the incidence vectors of stable sets inS (G) that are roots of(β, β0) and let

M(β,β0) be the matrix whose rows are indexed by the nodes ofVG and whose columns are the vectors
in R. Since(β, β0) is facet defining, the matrixM(β,β0) has full rank. Consider now the matrixM ′

(β,β0)
obtained by summing up all rows indexed by the nodesu ∈ Ki into a single row indexed byki, i = 1, 2.
This matrix may be interpreted in terms of graphs as follows:let B∗ be the graph obtained fromB by
adding two new nodes toVB, sayk1 andk2, such thatN(ki) = {bi, di}, i = 1, 2. ThenS̃ ∈ S (B∗)
if and only if there exists a stable setS ∈ S (G) such that:S̃ \ {k1, k2} = S ∩ VB andKi ∩ S 6= ∅ if
and only ifki ∈ S̃. It is not difficult to verify that ifrank(M ′

(β,β0)) < |VG| −
∑

i=1,2(|Ki| − 1) then
rank(M(β,β0)) < |VG|.

We say that a stable set̃S ∈ S (B∗) is a tight configurationof (β, β0) if and only if there exists a
vectorxS ∈ R such thatS ∩ VB = S̃ \ {k1, k2} andKi ∩ S 6= ∅ if and only if ki ∈ S̃. Accordingly, we
denote byR′ the set of the incidence vectors of the tight configurations of (β, β0).

So, letM ′′
(β,β0) be the submatrix ofM ′

(β,β0)
whose rows are indexed by the nodes ofB∗ and whose

columns are vectors inR′. These columns have many repetitions inM ′′
(β,β0) since all stable setsS ∈

S (G) that differ only on nodes out ofVB∗ produce the same(0, 1)-column ofM ′′
(β,β0)

. We denote

by M̃(β,β0) the matrix of dimension|VB∗ | × |R′| obtained by deleting multiple columns fromM ′′
(β,β0).

Clearly, we have that ifM(β,β0) has full rank thenM̃(β,β0) has full rank. In particular, we can state the
following:

Proposition 3.5. LetG = (H,B, e) be a geared graph. If(β, β0) is facet defining forSTAB(G), then
the matrixM̃(β,β0) has rank10.

We now study in deeper detail the structure of the elements ofR′ in order to deduce some relations
among the components ofβB = (βd1

, βb1 , βh1
, βh2

, βc, βa, βd2
, βb2).

First of all we observe that there exist exactly24 maximal stable sets inS (B∗); they are depicted
in Fig. 7 of Appendix B and denoted byRi, i = 1, . . . , 24 (coloured nodes represent nodes ofRi,
i = 1, . . . , 24). The tight configurations of(β, β0) are thoseRi ∈ S (B∗) whose incidence vectors
belong toR′.

Each tight configurationRi of (β, β0) gives raise to a linear system of inequalitiesLi onβB by simply
considering maximality ofRi in VB . For example, let us suppose thatR1 is a tight configuration for
(β, β0), i.e., there exists a tight stableS for the inequality(β, β0) such that:h1 ∈ S, S ∩ K1 = ∅, and
S ∩ K2 6= ∅.
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We derive the following systemL1 for the components ofβB :

βc + βa ≤ βh1
(6)

βb1 + βh2
≤ βh1

(7)

βd1
+ βh2

≤ βh1
(8)

βb1 + βa ≤ βh1
(9)

βd1
+ βc ≤ βh1

. (10)

Inequality (6) follows by observing that ifβc + βa > βh1
, then the stable setS′ = S \ {h1} ∪ {a, c}

has the property thatβ(S′) > β(S). ThereforexS is not a tight solution for(β, β0), a contradiction.
Using similar arguments it is possible to derive inequalities (7)÷(10).

The systems of inequalitiesLi (i = 2, . . . , 24) associated with the other 23 configurations are shown
in Appendix C. Each systemLi describes a cone inR|VB| and its solutions represent the coefficientsβB

of an inequality(β, β0) that admitsRi as a tight configuration. Without loss of generality, we add to each
system the normalization conditionsβu ≤ 1 for eachu ∈ VB . Then we define a vectory ∈ {0, 1}24 such
that

yi = 1 if and only if Ri is a tight configuration of(β, β0).

Thus, for eachi = 1, . . . , 24, if yi = 1 then the vectorβB must satisfy the linear systemLi. If AiβB ≤ 0
represents the systemLi, we introduce a big-M representation of the above condition: AiβB ≤Mi(1−yi),
whereMi is a vector and(Mi)j is equal to the number of variables in thej − th inequality of systemLi

having positive coefficients in(Ai)j .
Moreover, the vectors inR′ must satisfy the following setC of conditions:

i) for eachu ∈ VB there exists a stable setRi, for somei ∈ {1, . . . , 24}, such thatu ∈ Ri and
xRi ∈ R′ (Observation 5);

ii) for each maximal cliqueK of B∗, there exists a stable setRi, for somei ∈ {1, . . . , 24}, such that
Ri ∩ K = ∅ andxRi ∈ R′ (Observation 4);

iii) for eachWj = (hj : Cj) of B, j = 1, 2, there exists a stable setRi, for somei ∈ {1, . . . , 24},
such that|Ri ∩ Cj| < 2, hj /∈ Ri, andxRi ∈ R′ (Observation 4);

iv) the rank of the set{xRi ∈ R′ : Ri satisfies (i)÷ (iii) } is 10 (Proposition 3.5).

Conditions (i)÷ (iii) follow from the hypotheses that(β, β0) has full support onVB , it is not a clique
inequality and it is not a 5-wheel inequality, respectively. Condition (iv) follows from Proposition 3.5.
These properties can be translated into a set of constraintson the vectory as follows:

∑

i:Ri∋u

yi ≥ 1, ∀u ∈ VB, (11)

∑

i:Ri∩K=∅

yi ≥ 1, ∀Kclique ofB∗, (12)

∑

i:Ri 6∋hjand|Ri∩Cj |<2

yi ≥ 1, for Wj = (hj : Cj) of B, j = 1, 2, (13)

24∑

i=1

yi ≥ 10. (14)
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Notice that the last inequality is a relaxation of property (iv).

We define the polyhedronP(B) as the convex hull of all the vectors(βB , y) satisfying the following
system:

AiβB ≤ Mi(1 − yi) i = 1, . . . , 24
βB ≤ 1
y satisfies(11), (12), (13), (14)
y ∈ {0, 1}24

(15)

The set of the extreme points ofP(B) was obtained by running the software package PORTA (for
details on the procedure see Appendix C). From the list of theextreme points output by PORTA we
selected only those satisfying condition (iv), namely for each extreme point(βB , y) of P(B) we checked
whether the set of vectors{xRi : yi = 1} has rank 10. We called these extreme pointsC-feasible. The
results of these computations are summarized in the following two theorems.

Theorem 3.6. Let (βB , y) be a C-feasible extreme point ofP(B). If all the components ofβB are
nonzero thenβB equals

either(1, 1, 1, 1, 1, 1, 1, 1) or (1
2 , 1

2 , 1, 1, 1
2 , 1

2 , 1
2 , 1

2).

Theorem 3.7. Let (β′
B , y′) and(β′′

B , y′′) be twoC-feasible extreme points ofP(B). If y′ = y′′ then one
of the following possibilities occurs:

a) β′
B = (1, 1, 1, 1, 1, 1, 1, 1), β′′

B ∈ {(1, 0, 0, 0, 0, 1, 1, 0), (0, 1, 0, 0, 1, 0, 0, 1)}

β′
B = (1, 1, 1, 1, 1, 1, 1, 1) β′′

B = (1, 0, 0, 0, 0, 1, 1, 0) β′′
B = (0, 1, 0, 0, 1, 0, 0, 1)

b) β′
B = (1

2 , 1
2 , 1, 1, 1

2 , 1
2 , 1

2 , 1
2),

β′′
B ∈ {(1, 1, 1, 1, 1, 0, 0, 1), (0, 1, 1, 1, 1, 0, 1, 1), (1, 0, 1, 1, 0, 1, 1, 1), (1, 1, 1, 1, 0, 1, 1, 0),

(1, 1, 1, 1, 0, 0, 1, 1)}.
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β′
B = (1

2 , 1
2 , 1, 1, 1

2 , 1
2 , 1

2 , 1
2 ) β′′

B = (1, 1, 1, 1, 1, 0, 0, 1) β′′
B = (0, 1, 1, 1, 1, 0, 1, 1)

β′′
B = (1, 0, 1, 1, 0, 1, 1, 1) β′′

B = (1, 1, 1, 1, 0, 1, 1, 0) β′′
B = (1, 1, 1, 1, 0, 0, 1, 1)

With each point(βB , y) of P(B) such thaty ∈ {0, 1}24 we associate inequalities of the form

βV ′xV ′ + βBxB ≤ β0, (16)

that we denote as(βV ′ , βB , β0), whereV ′ = VG \ VB .
In the following we show that facet defining inequalities ofSTAB(G) having full support onB are

associated only with extreme points ofP(B). To prove this, we first show that any inequality associated
with a point ofP(B) that is convex combination of two extreme points(β′

B , y′) and(β′′
B , y′′) of P(B)

is dominated by inequalities of type (16) associated with(β′
B , y′) and(β′′

B , y′′).

Lemma 3.8. Let (β′
B , y′) and (β′′

B , y′′) be two extreme points ofP(B) with y′, y′′ ∈ {0, 1}24. Then no
inequality(γV ′ , γB , γ0) such that

γB = µβ′
B + (1 − µ)β′′

B , 0 < µ < 1,

with (γB , µy′ + (1 − µ)y′′) ∈ P(B) is facet defining forSTAB(G).

Proof. First observe that, sincey′, y′′ ∈ {0, 1}24, then, in order to haveµy′ + (1 − µ)y′′ ∈ {0, 1}24,
y′ must be equal toy′′. Hence, Theorem 3.7 lists all possible pairs ofβ′

B andβ′′
B . Suppose now that

(γV ′ , γB , γ0) is a valid inequality forSTAB(G) and consider the following two inequalities:

γV ′xV ′ + β′
BxB ≤ γ0 + (1 − µ),

γV ′xV ′ + β′′
BxB ≤ γ0 − µ.

(17)

We now prove the lemma only for the case a) of Theorem 3.7 in which we chooseβ′′
B being equal

to (1, 0, 0, 0, 0, 1, 1, 0): for the other choice ofβ′′
B as for the case b), the proof will follow the same

arguments.
Using Fig. 5 and Fig. 7 it is not difficult to check that any tight stable setS for (γV ′ , γB , γ0) must

satisfyS ∩ VB ∈ {{a, c}, {d2, h1}, {d1, h2}, {a, b1}, {d1, c}, {d2, c}, {a, b2}, {d1, d2, c}}. Indeed, all
other cases lead to stable sets that can be augmented with respect toγB (e.g., ifS ∩ VB = {h1, b2}, then
γ(S \ {h1} ∪ {a}) > γ(S)).

We now show that every tight solution for(γV ′ , γB , γ0) is also tight for both inequalities (17) with the
help of Fig. 5.
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If S ∩ VB = {d1, d2, c}, thenγ(S ∩ VB) = 2 + µ, while β′
B(S ∩ VB) = 3 = γ(S ∩ VB) + (1 − µ)

and β′′
B(S ∩ VB) = 2 = γ(S ∩ VB) − µ (see Fig. 5(b) and Fig. 5(c)), and thusS is tight for both

inequalities (17). IfS ∩ VB ∈ {{d1, h2}, {d1, c}, {d2, h1}, {d2, c}, {a, b1}, {a, b2}, {a, c}}, thenγ(S ∩
VB) = 1 + µ, while β′

B(S ∩ VB) = 2 = γ(S ∩ VB) + (1 − µ) andβ′′
B(S ∩ VB) = 1 = γ(S ∩ VB) − µ,

and thusS is tight for both inequalities (17). In a similar way it is possible to asses that if(γV ′ , γB , γ0)
is valid forSTAB(G), then both(γV ′ , β′

B , γ0 +(1−µ)) and(γV ′ , β′′
B , γ0−µ) are valid forSTAB(G).

Since the inequalities (17) contain all the roots of(γV ′ , γB , γ0) and their convex combination yields
(γV ′ , γB , γ0), it follows that(γV ′ , γB , γ0) is not facet defining forSTAB(G).

(a)

γV ′xV ′ + γBxB ≤ γ0

(b)

γV ′xV ′ + β′

B
xB ≤ γ0 + (1 − µ)

(c)

γV ′xV ′ + β′′

B
xB ≤ γ0 − µ

Figure 5: In (a), (b), and (c) are represented the three inequalities(γV ′ , γB , γ0), (γV ′ , β′
B , γ0 + (1−µ)),

and(γV ′ , β′′
B , γ0 − µ), respectively.

Finally, we prove that facet defining inequalities forSTAB(G) having full rank onVB are associated
only with the extreme points ofP(B) identified in Theorem 3.6.

Theorem 3.9. Let G = (H,B, v1v2) be a geared graph and letV ′ = VH \ {v1, v2} and B′ = B \
{h1, h2}. Then each facet defining inequality(β, β0) of STAB(G) having full support onVB has one
of the following forms:

a) βT
V ′xV ′ + λxB′ + 2λ(xh1

+ xh2
) ≤ β0,

b) βT
V ′xV ′ + λxB ≤ β0.

Proof. With every point(βB , y) of P(B) such thaty ∈ {0, 1}24 it is associated an inequality of the
form (16). If (β, β0) = (βV ′ , βB , β0) is associated with the extreme points(1

2 , 1
2 , 1, 1, 1

2 , 1
2 , 1

2 , 1
2 , y) or

(1, 1, 1, 1, 1, 1, 1, 1, y) of P(B) then it is an inequality of type a) or b).
Lemma 3.8 shows that no facet defining inequality ofSTAB(G) is associated with a point ofP(B)

which is not an extreme point ofP(B).
Finally, by Theorem 3.6 the onlyC-feasible extreme points ofP(B) having all components ofβB

different from zero have eitherβB = (1, 1, 1, 1, 1, 1, 1, 1) or βB = (1
2 , 1

2 , 1, 1, 1
2 , 1

2 , 1
2 , 1

2 ): thus the
theorem follows.

3.3. The stable set polytope of a geared graph

In this section we are given a geared graphG that is generated byH andB alonge and we consider
a facet defining inequality(β, β0) of STAB(G) that has nonzero coefficients onVB and that is neither
a clique inequality nor a lifted5-wheel inequality. We prove that(β, β0) is either a geared inequality
associated with a facet defining inequality forSTAB(H) or a g-lifted inequality associated with a facet
defining inequality forSTAB(He).
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From the results in Subsection 3.1, we know that each facet defining inequality ofSTAB(G) that does
not have full support onVB is of the form described in Theorem 3.4. From the results in Subsection 3.2,
we know that each facet defining inequality ofSTAB(G) with full support onVB is either of type a) or
of type b) described in Theorem 3.9.

The next theorem shows that the inequalities of type a) are proper geared inequalities associated with
facet defining inequalities ofSTAB(H).

Theorem 3.10. Let G = (H,B, v1v2) be a geared graph and letV ′ = VH \ {v1, v2} and B′ = B \
{h1, h2}. If (β, β0) is a facet defining inequality forSTAB(G) of type

βT
V ′xV ′ + λxB′ + 2λ(xh1

+ xh2
) ≤ β0,

with λ > 0. Then(βH , β0 − 2λ) with βv1
= βv2

= λ is a facet defining inequality forSTAB(H).

Proof. Suppose conversely that(βH , β0 − 2λ) is not facet defining forSTAB(H). Then there exists
an inequality(π, π0) that is facet defining forSTAB(H) and such that all the roots of(βH , β0 − 2λ)
are roots of(π, π0). By Proposition 2.1,πv1

= πv2
. If πv1

= 0 then (π, π0) can be lifted to a facet
defining inequality forSTAB(G) that contains all the roots of(β, β0) and hasπv = 0 for eachv ∈ VB,
a contradiction. Ifπv1

> 0 then we assume without loss of generality thatπv1
= λ and consider the

following proper geared inequality:

∑

i∈VH\{v1,v2}

πixi + λ
∑

i∈VB\{h1,h2}

xi + 2λ(xh1
+ xh2

) ≤ π0 + 2λ. (18)

Since(π, π0) is g-extendable and facet defining forSTAB(H), it follows, by Theorem 2.5, that (18) is
facet defining forSTAB(G).

LetxS be a root of(β, β0). Notice thatβ(S∩VB) equals either2λ or3λ; hence, every tight solutionxS

of (β, β0) can be reduced to a tight solutionxSH of (βH , β0 − 2λ) by removing fromS an appropriate
stable setT of weight 2λ contained inB: if β(S ∩ {a, c, h1, h2}) = 2λ we remove this subset, i.e.,
we defineS′ = S \ {a, c, h1, h2}; otherwiseS ∩ VB ∈ {{d1, d2, c}, {b1, b2, a}} and we defineS′ =
S \ {a, c, b2, d2}; finally SH is built from S′ andvi ∈ SH if and only if S′ ∩ {bi, di} 6= ∅, for i = 1, 2,
while SH \ {v1, v2} = S \ VB.

By assumptionxSH is also a tight solution for(π, π0). ThusxS is also a root of (18) once we reintro-
duce the previously removed stable setT . Therefore,(β, β0) and (18) are equivalent. AsSTAB(G) is
full dimensional, the two inequalities only differ by a positive scalar factor. Hence,(π, π0) is equivalent
to (βH , β0 − 2λ), contradicting the assumption.

A similar result holds for facet defining inequalities(β, β0) not having full support onVB. In fact, by
Theorem 3.4, all the nonzero components ofβB have the same value, sayλ, and so, the above proof can
be repeated almost literally (using Theorem 2.6 and replacing 3λ and2λ with 2λ andλ, respectively) to
show that

Theorem 3.11. LetG = (H,B, v1v2) be a geared graph and letV ′ = VH \ {v1, v2} andA ∈ {{b1, c},
{b2, c}, {d1, a}, {d2, a}, {a, c}}. If (β, β0) is a facet defining inequality forSTAB(G) of type

βT
V ′xV ′ + λxB\A ≤ β0,

with λ > 0. Then(βH , β0 − λ) with βv1
= βv2

= λ is a facet defining inequality forSTAB(H).

The next theorem shows that inequalities of type b) in Theorem 3.9 are proper g-lifted inequalities
associated with facet defining inequalities ofSTAB(He).
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Theorem 3.12. Let G = (H,B, e) be a geared graph and letHe be the graph obtained fromH by
subdividing the edgee = v1v2 with the new nodet. LetV ′ = VH \ {v1, v2} andB′ = B \ {h1, h2}. If
(β, β0) is a facet defining inequality ofSTAB(G) of type

βT
V ′xV ′ + λxB ≤ β0,

with λ > 0. Then(βHe , β0 −λ) with βv1
= βv2

= βt = λ is a facet defining inequality forSTAB(He).

Proof. Suppose conversely that(βHe , β0 − λ) is not facet defining forSTAB(He). Then there exists
an inequality(π, π0) that is facet defining forSTAB(He) and such that all the roots of(βHe , β0 − λ)
are roots of(π, π0). By Proposition 2.1,πv1

= πv2
= πt. If πv1

= 0 then(π, π0) can be lifted to a facet
defining inequality forSTAB(G) that contains all the roots of(β, β0) and hasπv = 0 for eachv ∈ VB,
a contradiction. Ifπv1

> 0 then we assume without loss of generality thatπv1
= λ and consider the

following g-lifted inequality:

∑

i∈VH\{v1,v2}

πixi + λ
∑

i∈VB

xi ≤ π0 + λ. (19)

By Theorem 2.9, the inequality (19) is facet defining forSTAB(G).
Let xS be a root of(β, β0). Notice thatβ(S ∩ B) = 3λ if S ∩ B equals{d1, c, d2} or {b1, a, b2}. In

the remaining casesβ(S ∩ B) = 2λ. It follows that every rootxS of (β, β0) can be reduced to a root
xS′

of (βHe , β0 − λ) by removing fromS an appropriate stable setT of weightλ contained inB. By
assumptionxS′

is also a tight solution of(π, π0). HencexS is also a root of (19) once we reintroduce
the stable setT previously removed. Therefore,(β, β0) and (19) are equivalent. AsSTAB(G) is full
dimensional, the two inequalities only differ by a positivescalar factor. Hence,(π, π0) is equivalent to
(βHe , β0 − λ), contradicting the assumption.

Finally, observe that the g-lifted inequalities (4) are isomorphic to the original facet defining inequality
(π, π0) of STAB(He).

Summing up, theorems 3.4, 3.9, 3.10,3.11, and 3.12 prove Theorem 3.1 as explained in the outline of
the proof given at the beginning of Section 3.

4. G-perfect graphs

Up to this point we have considered only graphs that are obtained by performing a single gear composi-
tion on a given graphH. In this section we focus on graphs obtained by repeated applications of the gear
composition and we generalize to these graphs the results obtained so far.

We start by extending the definition of geared graphs.

Definition 4.1. Given a graphH which is not a clique, letΓH be the set of the simplicial edges ofH
and let ag-operationon e ∈ ΓH be either a gear composition or an edge subdivision applied along e.
A graphG ∈ GH if and only if

eitherG = H,

or G = (L,B, e), whereL ∈ GH , B is an extended gear, ande ∈ ΓH ∩ EL (i.e.,e is a simplicial
edge of bothL andH),

or G = Le, whereL ∈ GH ande ∈ ΓH ∩ EL.

We callGH the class ofmultiple geared graphsgenerated byH.
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Notice that in Definition 4.1 the g-operations, namely gear compositions and edge subdivisions, are
performed only along simplicial edges ofL that are also simplicial in the given graphH. This implies
that in order to generate graphs inGH we are not allowed to use any of the edges created by an earlierg-
operation: in particular, the edgesv1t andtv2, created by an edge subdivision ofe = v1v2 ∈ ΓH , cannot
be used to perform any g-operation. In fact, these two edges do not belong toΓH even though they have
the property of being super simplicial. It follows that any graph inGH is obtained by performing at most
|ΓH | g-operations, thus implying that, for any fixed graphH, the familyGH contains a finite number of
graphs.

Accordingly with Definition 4.1 we need to define a larger family of inequalities that contains the
geared and the g-lifted inequalities obtained by repeated applications of the gear composition.

Definition 4.2. A facet defining inequality(γ, γ0) ∈ G if and only if it is (the sequential lifting of)

either a rank inequality,

or a 5-wheel inequality,

or a geared or a g-lifted inequality associated with an inequality in G.

Consider now the polyhedron

GSTAB(G) = {x ∈ RV
+| x satisfiesG}. (20)

Since geared and g-lifted inequalities are valid forSTAB(G), it follows thatSTAB(G) ⊆ GSTAB(G)
if G is a geared graph. A graphG is said to beG-perfect if and only ifSTAB(G) = GSTAB(G). The
results of the previous section state that a defining linear system forSTAB(G) can be easily provided
once defining linear systems forSTAB(H) andSTAB(He) are known. So, an immediate consequence
of Theorem 3.1 is the following:

Corollary 4.3. Let G = (H,B, e) be a geared graph generated byH andB alonge. If H andHe are
G-perfect thenG is G-perfect.

In the following we denote byHF the graph obtained fromH by subdividing all the edges inF ⊆ ΓH .

Theorem 4.4. Let H be a graph,F ∗ = {e1, e2, . . . , ek} ⊆ ΓH . If H and HF are G-perfect for any
F ⊆ F ∗, and G ∈ GH is obtained fromH by a sequence ofk g-operations along the edges inF ∗,
thenG is G-perfect.

Proof. Let Gi denote the graph obtained fromH by performing the firsti g-operations on the edges
ej for j = 1, . . . , i. ThenG = Gk by hypothesis. We prove the theorem by induction on the number
k of g-operations. Ifk = 1 the theorem is true by Corollary 4.3. Ifk > 1, then, by induction, the
theorem holds for every graphL ∈ GH obtained by performing at mostk − 1 g-operations. Suppose by
contradiction thatGk is notG-perfect. IfGk is obtained as the gear composition of a graphGk−1 and
a gearB along a simplicial edgeek, namelyGk = (Gk−1, B, ek), then, by Corollary 4.3, at least one
betweenGk−1 andGek

k−1 is notG-perfect. Since, by induction,Gk−1 is G-perfect, it follows thatGek

k−1

is not. If Gk is obtained from a graphGk−1 by subdividing the edgeek, we again have thatGek

k−1 is not
G-perfect. Now, by applying the same reasoning toGek

k−1, we obtain thatGek

k−1 is notG-perfect only if

G
{ek,ek−1}
k−2 is notG-perfect. Thus, iteratively, ifGk is notG-perfect, thenG{e1,e2,...,ek}

0 = H{e1,e2,...,ek}

is notG-perfect, a contradiction.
An immediate consequence of Theorem 4.4 is the following:
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Corollary 4.5. Let H be a graph andΓH be the set of its simplicial edges. IfH andHF areG-perfect
for anyF ⊆ ΓH , then every graphG ∈ GH is G-perfect.

In the following we exhibit a significant class of graphs thatis G-perfect. This class properly contains
the class of line graphs and it is contained in the class of claw-free graphs. To prove this result we
need to restrict the application of the g-operations to simplicial edges having the further property that:
N(K1 ∩ K2) ⊆ N(v1) ∪ N(v2). We call these edgessuper simplicialedges.

Theorem 4.6. LetH be a line graph that is not a clique. Then the graphs belongingto the subfamily of
GH obtained by performing g-operations only along super simplicial edges areG-perfect.

Proof. By the results of Chvátal on composition of polyhedra [4],we may assume without loss of
generality thatH does not contain a clique-cutset. This implies thatK1 \ K2 andK2 \ K1 are both
nonempty.

It is well known thatSTAB(H) is described only by nonnegativity and rank inequalities [5]; thus,H
is G-perfect. In order to apply Corollary 4.5 to the line graphH it suffices to guarantee thatHF is a line
graph for any subsetF ⊆ ΓH of super simplicial edges ofH. Let e = v1v2 be a super simplicial edge
of H. The root graphR(H) of H contains two edgesfv1

= {we, s1} andfv2
= {we, s2} sharing the

common nodewe. Each node inK1 \K2 corresponds to an edge ofR(H) adjacent tofv1
and not tofv2

.
Symmetrically each node inK2 \ K1 corresponds to an edge ofR(H) adjacent tofv2

and not tofv1
.

Finally, sincee is super simplicial, it follows that every node inN(K1 ∩ K2) is completely adjacent to
(K2 \K1)∪ (K1 \K2)∪{v1, v2}; therefore, each node inK1 ∩K2 (if any) is associated with an edge of
R(H) joining the nodess1 ands2. Consider now the graph obtained fromR(H) by splitting the nodewe

into two nodesw1, w2 joined by the edgew1w2 and such thatwi corresponds to the endnode of the edge
fvi

for i = 1, 2. This graph is the root graph ofHe and soHe is a line graph. By iteratively applying
the above argument, we prove thatHF is a line graph for any subsetF ⊆ ΓH of super simplicial edges
of H. Thus,HF is G-perfect [5] and Corollary 4.5 holds for the subfamily ofGH obtained from a line
graphH by performing g-operations only along super simplicial edges. Therefore the graphs belonging
to this subfamily areG-perfect.

In the remaining of this section we explain in a less formal way howGSTAB(G) looks like whenG ∈
GH (obtained by performing the g-operations only along super simplicial edges) andH is a line graph.
SinceH is a line graph, a single application of the gear compositionto H produces geared inequalities
and g-lifted inequalities associated only with rank inequalities. By definitions 2.4 and 2.7, the proper
geared inequalities (when associated with rank inequalities) contain at least a pair of coefficients equal
to 2 corresponding to the hubs of a gear while the g-lifted and thenon-proper geared inequalities (when
associated with rank inequalities) have all coefficients equal to 1. By applying the gear composition
several times, it is possible to produce g-lifted inequalities associated with geared inequalities; so, it
is not true that every g-lifted inequality inG is a rank inequality. Nevertheless, we can say that the
inequalities inG, which are not5-wheel inequalities, are only of two types: either they contain pairs of
hubs of a gear with coefficients2 and have all the remaining coefficients equal to1, or they have all the
coefficients equal to1. We call the former inequalitiesmultiple geared rank inequalitiesand we refer to
the others simply as rank inequalities.

The iterative application of the gear composition yields some complications; in fact, the same inequal-
ity can be seen both as a geared inequality and as a g-lifted inequality depending on the order the gear
compositions have been performed. To see an example consider the graphG depicted in Fig. 6 (a) ob-
tained by applying twice the gear composition to the 4-holeC4 = (v1, v2, w2, w1). Indeed, there are two
ways to generateG:

1. Apply the gear composition toC4 and a gearB1 alongw1w2 to generate the graphH1 in Fig. 6
(b). Then apply toH1 another gear composition with a gearB2 along the edgev1v2 to obtain the
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(a)
∑

v∈◦ xv + 2
∑

v∈• ≤ 5

v1 v2

(b)
∑

v∈◦ xv ≤ 3

w1 w2t

(c)
∑

v∈◦ xv + 2
∑

v∈• ≤ 4

Figure 6: (a) is both the proper geared inequality associated with (b) and the proper g-lifted inequality
associated wuith (c).

graphG. Since the inequality (b) is g-extendable with respect tov1v2, the inequality (a) is a proper
geared inequality associated with the inequality (b) (see Definition 2.4). The inequality (a) is also
facet defining forSTAB(G) by Theorem 2.5.

2. Apply the gear composition toC4 and a gearB2 alongv1v2 to obtain the graphH2 = (C4, B2, v1v2).
Then apply toH2 another gear composition with a gearB1 along the edgew1w2 to obtain the graph
G. Since the inequality (c) is g-liftable with respect tow1w2, the inequality (a) is a proper g-lifted
inequality associated with the inequality (c) (see Definition 2.7). The inequality (a) is also facet
defining forSTAB(G) by Theorem 2.9.

As a consequence, the inequalities inG are (the sequential liftings of) either multiple geared rank
inequalities or rank inequalities or5-wheel inequalities.

If H is a line graph then the graphs inGH (obtained by performing the g-operations only along super
simplicial edges) are not quasi-line since they contain5-wheels, but they are claw-free. To see this,
suppose by contradiction that a graphL ∈ GH contains a clawC. Since the gearB is claw-free and the
only edges that were removed from the original line graphH were super simplicial edges, we have thatC
must contain at least two nodes, sayv1 andv2, corresponding to the endnodes of a super simplicial edge
e of H. So,C = (y : v1, v2, w) wherey is the center of the claw. Clearly eithery ∈ VB or y ∈ K1 ∩K2.
In both cases we have thatN(y) ⊆ N(v1) ∪ N(v2), and sow is adjacent tov1 or v2, contradicting the
hypothesis thatC was a claw.

The problem of finding a linear description forSTAB(G) whenG is claw-free is an open problem
which has been studied for decades [8, 15, 19, 13, 22] and for which many conjectures have been stated
and disproved [10, 7]. The case whenG has stability number2 has been solved by Cook (see [21]) while
for the caseα(G) = 3 there exists a characterization of the roots of the facet defining inequalities of
STAB(G) [17]. The recent decomposition theorem for claw-free graphs of Chudnovsky and Seymour
[3] offers new perspectives to face the problem of finding a linear description of the stable set polytope
of a claw-free graph. Indeed they identify subclasses of claw-free graphs which might be easier to treat
from the polyhedral point of view. For instance, their decomposition theorem restricted to quasi-line [3]
graphs led to the settlement of the Ben Rebea’s conjecture [6].

Chudnovsky and Seymour also pointed out in [2] that, when dealing with claw-free graphs with sta-
bility number at least 4, it is convenient to assume that theydo not admit a1-join (a graphG admits a
1-join if VG can be partitioned into four setsA1, B1, A2, B2 such thatA1 ∪A2 is a clique,B1 andB2 are
nonempty, and the only edges betweenA1 ∪B1 andA2 ∪B2 are those betweenA1 andA2). Indeed, this
assumption is very convenient also from the polyhedral point of view. In fact, ifG admits a1-join thenG
has a clique-cutset and so, by Theorem 3.2, it does not support a facet defining inequality ofSTAB(G).
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So, when looking for facet defining inequalities for the stable set polytope, it is quite natural to assume
that the graph that supports the inequality does not admit1-joins.

Hence, a subclass of claw-free graphs that is likely to investigate is that of: claw-free graphs which are
not quasi-line, haveα(G) ≥ 4 and admit no1-join. Following [2], these graphs are built from certain
quasi-line graphs using only two composition operations which we believe have a polyhedral counterpart.
This led us to conjecture that:

Conjecture 4.1. The stable set polytope of a claw-free graphG which is not quasi-line, admits no1-join
and hasα(G) ≥ 4 is described by (sequential liftings of):

• nonnegativity inequalities

• rank inequalities

• 5-wheel inequalities

• multiple geared rank inequalities.

An earlier version of this conjecture already appeared in [7] but it was not precisely stated since it
did not contain explicitly the hypothesis thatG does not admit1-joins. This was pointed out to us
by Pietropaoli and Wagler [18] who observed that it is possible to compose with a1-join two claw-
free graphs with stability number less than or equal to3 to obtain a claw-free, not quasi-line graphG
with stability number4 such that the inequalities listed in the conjecture are not sufficient to describe
STAB(G).

As a final remark notice that the results in this paper supports the validity of Conjecture 4.1 since the
graphs considered in Theorem 4.6 form a large subclass of claw-free, not quasi-line graphs with stability
number at least 4.

We end the paper by observing that Theorem 4.4 also applies tographs that are not claw-free. As an
example, consider a5-wheelW . SinceSTAB(W ) andSTAB(W F ) (for any subdivision of a subsetF
of simplicial edges of the rim) are described by nonnegativity constraints and inequalities inG, we have
that any graphG ∈ GW isG-perfect, but it is easy to see that a single application of the gear composition
to W creates a claw.
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A. Details in the proof of Lemma 3.3

In Lemma 3.3 we prove that there are only 7 possible supporting subgraphs ofB for a facet defining
inequality(βV \B , βB , β0) of STAB(G).

The proof is by enumeration of all the possible28 supports and shows that all the supports that are
different from the ones listed in the thesis cannot be associated with a facet defining inequality.

Here we examine in detail the case|A| = 4, whereA is the subset of nodes inVB that are not included
in the support.

First observe that any supporting graph of a facet defining inequality that is neither a clique inequality
nor a 5-wheel inequality must contain a path betweenK1 andK2 whose internal nodes are contained
in B, otherwise these cliques are clique-cutset and by Theorem 1G \ A is not the supporting graph of a
facet defining inequality. This means thatA cannot separateK1 from K2.

In particularA contains neither{b1, d1} nor {b2, d2}, thereforeA ∩ {b1, d1, b2, d2} is one of the
following sets:

a) {b1, b2},
b) {b1, d2},
c) {d1, d2},
d) {d1, b2},
e) {b1},
f) {d1},
g) {b2},
h) {d2},
j) ∅.

It is easy to see that the gearB is a highly symmetric graph: if we reverseB upside-down we again
obtain a gear with a different order of the nodes, and the sameif we reverseB from left to right. This
means that if the supporting graph of a facet defining inequality has a nonempty intersection withB,
there exists a symmetric facet defining inequality with a symmetric supporting graph. Therefore we list
the cases up to symmetry.

Clearly, case c) is symmetric to case a) and case d) is symmetric to case b); cases f), g), and h) are
symmetric to case e) (with a upside-down and/or left-to-right reversal); finally, case j) impliesA =
{h1, h2, a, c} which separatesK1 andK2. Thus we are left with only three cases a), b), and e).

Case a) (A ∩ {b1, d1, b2, d2} = {b1, b2}) produces the following subcases by considering all the pos-
sibile subsets of2 nodes in{h1, h2, a, c}:

a1) A = {b1, b2, a, c},
a2) A = {b1, b2, h1, h2},
a3) A = {b1, b2, a, h1},
a4) A = {b1, b2, a, h2},
a5) A = {b1, b2, c, h1},
a6) A = {b1, b2, c, h2}.

Case a1) matches case i) in the proof of Lemma 3.3 (case|A| = 4). In case a2) nodec is isolated, i.e.,
G \A is not admissible. In all other casesG \A contains a clique-cutset, i.e., it is not admissible:K1 in
a3) and a4),{d2, a} in a5),{d1, a} in a6).

Case b) (A ∩ {b1, d1, b2, d2} = {b1, d2}) produces the following subcases by considering all the
possibile subsets of2 nodes in{h1, h2, a, c}:

b1) A = {b1, d2, a, c},
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b2) A = {b1, d2, c, h1},
b3) A = {b1, d2, a, h2},
b4) A = {b1, d2, h1, h2},
b5) A = {b1, d2, a, h1},
b6) A = {b1, d2, c, h2}.

Cases b1) and b2) match cases ii) and iii) of the proof of Lemma3.3 (case|A| = 4), respectively. Case
b3) is symmetric to case b2) (take the subgraph associated with case b2, first reverse it upside-down and
then reverse the resulting graph from left to right and you will obtain a graph isomorphic to case b3). In
all other casesK2 always defines a clique-cutset ofG \ A.

Case e) (A∩ {b1, d1, b2, d2} = {b1}) produces the following subcases by considering all the possibile
subsets of3 nodes in{h1, h2, a, c}:

e1) A = {b1, a, c, h1},
e2) A = {b1, a, c, h2},
e3) A = {b1, a, h1, h2},
e4) A = {b1, c, h1, h2}.

Is it easy to check thatK1 defines a clique-cutsets set for the cases e1), e2), and e3), andK2 ∪ {d2} is a
clique-cutset for case e4).
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B. List of possible tight solutions

Figure 7: The maximal stable sets ofS (B∗)
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C. Generation of extreme points ofP(B)

In Subsection 3.2 we stated that each configurationRi produces a linear system of inequalitiesLi on
βB by simply considering maximality conditions. In particular, we presented the systemL1 together
with the rules used to generate it. Similar arguments allow us to derive the systems of inequalitiesLi

(i = 2, . . . , 24) associated with the other 23 tight configurations, which are listed in Fig 7. The complete
list of systems is presented below:

L1

8

>

>

>

<

>

>

>

:

βc + βa ≤βh1

βb1 + βh2
≤βh1

βd1
+ βh2

≤βh1

βb1 + βa ≤βh1

βd1
+ βc ≤βh1

L2



βc + βa≤βh1

βh2
≤βh1

L3

8

>

>

>

<

>

>

>

:

βc + βa ≤βh2

βb2 + βh1
≤βh2

βd2
+ βh1

≤βh2

βb2 + βa ≤βh2

βd2
+ βc ≤βh2

L4



βc + βa≤βh2

βh1
≤βh2

L5

8

>

>

>

>

>

>

>

>

>

<

>

>

>

>

>

>

>

>

>

:

βd1
+ βd2

≤βa

βb1 + βb2 ≤βc

βb2 + βh1
≤βa + βc

βd2
+ βh1

≤βa + βc

βd1
+ βh2

≤βa + βc

βb1 + βh2
≤βa + βc

βb1 + βd2
≤βa + βc

βd1
+ βb2 ≤βa + βc

L6

8

>

>

>

<

>

>

>

:

βd2
≤βa

βb2 ≤βc

βh1
+ βb2≤βa + βc

βh1
+ βd2

≤βa + βc

βh2
≤βa + βc

L7

8

>

>

>

<

>

>

>

:

βd1
≤βa

βb1 ≤βc

βh2
+ βd1

≤βa + βc

βh2
+ βb1≤βa + βc

βh1
≤βa + βc

L8



βh1
≤βa + βc

βh2
≤βa + βc

L9

8

>

>

>

>

>

>

>

>

>

<

>

>

>

>

>

>

>

>

>

:

βd2
≤βb2

βd1
≤βh1

βa + βb1 ≤βh1

βa + βc ≤βh1
+ βb2

βd1
+ βh2

≤βh1
+ βb2

βb1 + βh2
≤βh1

+ βb2

βb1 + βd2
≤βh1

+ βb2

βc + βd1
+ βd2

≤βh1
+ βb2

L10

8

>

>

>

<

>

>

>

:

βd2
≤βb2

βa ≤βh1

βa + βc ≤βh1
+ βb2

βc + βd2
≤βh1

+ βb2

βh2
≤βh1

+ βb2

L11

8

>

>

>

>

>

>

>

>

>

<

>

>

>

>

>

>

>

>

>

:

βb2 ≤βd2

βb1 ≤βh1

βc + βd1
≤βh1

βa + βc ≤βh1
+ βd2

βb1 + βh2
≤βh1

+ βd2

βd1
+ βh2

≤βh1
+ βd2

βd1
+ βb2 ≤βh1

+ βd2

βa + βb1 + βb2≤βh1
+ βd2

L12

8

>

>

>

<

>

>

>

:

βb2 ≤βd2

βc ≤βh1

βa + βc ≤βh1
+ βd2

βa + βb2≤βh1
+ βd2

βh2
≤βh1

+ βd2

L13

8

>

>

>

>

>

>

>

>

>

<

>

>

>

>

>

>

>

>

>

:

βb1 ≤βd1

βb2 ≤βh2

βc + βd2
≤βh2

βa + βc ≤βh2
+ βd1

βb2 + βh1
≤βh2

+ βd1

βd2
+ βh1

≤βh2
+ βd1

βd2
+ βb1 ≤βh2

+ βd1

βa + βb2 + βb1≤βh2
+ βd1

L14

8

>

>

>

<

>

>

>

:

βb1 ≤βd1

βc ≤βh2

βa + βc ≤βh2
+ βd1

βa + βb1≤βh2
+ βd1

βh1
≤βh2

+ βd1

L15

8

>

>

>

>

>

>

>

>

>

<

>

>

>

>

>

>

>

>

>

:

βd1
≤βb1

βd2
≤βh2

βa + βb2 ≤βh2

βa + βc ≤βh2
+ βb1

βd2
+ βh1

≤βh2
+ βb1

βb2 + βh1
≤βh2

+ βb1

βb2 + βd1
≤βh2

+ βb1

βc + βd2
+ βd1

≤βh2
+ βb1

L16

8

>

>

>

<

>

>

>

:

βd1
≤βb1

βa ≤βh2

βa + βc ≤βh2
+ βb1

βc + βd1
≤βh2

+ βb1

βh1
≤βh2

+ βb1

L17

8

>

>

>

<

>

>

>

:

βh2
≤βa

βc ≤βb1
βd1

+ βc ≤βb1 + βa

βd1
+ βh2

≤βb1 + βa

βh1
≤βb1 + βa

L18

8

>

>

>

<

>

>

>

:

βh2
≤βc

βa ≤βd1

βb1 + βa ≤βd1
+ βc

βb1 + βh2
≤βd1

+ βc

βh1
≤βd1

+ βc

L19

8

>

>

>

<

>

>

>

:

βh1
≤βc

βa ≤βd2

βb2 + βa ≤βd2
+ βc

βb2 + βh1
≤βd2

+ βc

βh2
≤βd2

+ βc

L20

8

>

>

>

<

>

>

>

:

βh1
≤βa

βc ≤βb2

βd2
+ βc ≤βb2 + βa

βd2
+ βh1

≤βb2 + βa

βh2
≤βb2 + βa

L21

8

>

>

>

>

>

>

>

>

>

<

>

>

>

>

>

>

>

>

>

:

βd1
+ βc ≤βb1

βh1
≤βb1

βh2
≤βd2

βb2 + βa ≤βd2

βd1
+ βb2 ≤βd2

+ βb1

βd1
+ βh2

≤βd2
+ βb1

βh1
+ βb2 ≤βd2

+ βb1

βa + βc ≤βd2
+ βb1
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L22

8

>

>

>

>

>

>

>

>

>

<

>

>

>

>

>

>

>

>

>

:

βd2
+ βc ≤βb2

βh2
≤βb2

βh1
≤βd1

βb1 + βa ≤βd1

βd2
+ βb1 ≤βd1

+ βb2

βd2
+ βh1

≤βd1
+ βb2

βh2
+ βb1≤βd1

+ βb2

βa + βc ≤βd1
+ βb2

L23

8

>

>

>

>

>

>

>

>

>

<

>

>

>

>

>

>

>

>

>

:

βa ≤βd1
+ βd2

βb2 ≤βc + βd2

βh2
≤βc + βd2

βb1 ≤βc + βd1

βh1
≤βc + βd1

βa + βb1 + βb2≤βc + βd1
+ βd2

βb1 + βh2
≤βc + βd1

+ βd2

βh1
+ βb2 ≤βc + βd1

+ βd2

L24

8

>

>

>

>

>

>

>

>

>

<

>

>

>

>

>

>

>

>

>

:

βc ≤βb1 + βb2

βd2
≤βa + βb2

βh2
≤βa + βb2

βd1
≤βa + βb1

βh1
≤βa + βb1

βc + βd1
+ βd2

≤βa + βb1 + βb2
βd1

+ βh2
≤βa + βb1 + βb2

βh1
+ βd2

≤βa + βb1 + βb2

As explained in Subsection 3.2, we considered the polyhedron P(B) that is the convex hull of the
feasible solutions of system (15). Theorems 3.6 and 3.7 follow by exhibiting the set of all the extreme
points ofP(B). This was done with the help of the software package PORTA [1]. This software receives
as an input a system of linear inequalities and returns the list of the extreme points of the polyhedron
described by the given system.

In our case the system is:

AiβB ≤ Mi(1 − yi) i = 1, . . . , 24
βB ≤ 1
y satisfies(11), (12), (13), (14)
0 ≤ yi ≤ 1 i = 1, . . . , 24.

(21)

Unfortunately, PORTA could not run on the whole system (21) in a reasonable amount of time. So, we
subdivided the problem in216 subproblems by fixingyi to zero or to one fori = 9, . . . , 24 as follows.
Let Y = {ȳ0, ȳ1, . . . , ȳk} with k = 216 − 1 denote the set consisting of the vectorsȳj ∈ {0, 1}16 that
are binary encoding ofj for j = 0, . . . , k.

We split the vectory into two partsy = (y1, . . . , y8|ȳ) whereyi, i = 1, . . . , 8, are variables and̄y is
some vector inY. Then we ran PORTA on the216 polyhedraPj(B) obtained from system (21) by fixing
ȳ to each vector̄yj for j = 0, . . . , k. Namely we applied PORTA to the following216 linear systems
(each system is associated with a different vectorȳj):

AiβB ≤ Mi(1 − yi) i = 1, . . . , 8

AiβB ≤ 0 ∀i ∈ {9, . . . , 24} such that̄yj
i−8 = 1

βB ≤ 1
y satisfies(11), (12), (13), (14)
0 ≤ yi ≤ 1 i = 1, . . . , 8.

(22)

Let E be the union of the extreme points ofPj(B) for j = 0, . . . , k output by PORTA. As a final step,
we definedE ′ as the set of points ofE such that: i)yi ∈ {0, 1} for i = 1, . . . , 8; ii) rank(xRi : yi = 1) =
10 (this check was carried out using the free software Octave [20]). Finally, E ′ corresponds to the set of
C-feasible of extreme points ofP(B) as defined in Subsection 3.2. The codes to replicate the wholecom-
putation can be found at the web page: http://www.iasi.cnr.it/∼gentile/ClaudioGentileFiles/papers/G-
perfect.html.
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